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	                                      CHAPTER ONE
             NATURE OF OPERATIONS MANAGEMENT	


                    
Learning objectives 
After completing this chapter, you will be able to:	
· Define Operations management 
· Discuss history of operations management
· Distinguish  manufacturing and service operations
· Explain operations decision making
· Discuss productivity measurement


1.1 Introduction 
· Today companies are competing in a very different environment than they were only a few years ago. Production and operations management has seen many innovations in recent years, becoming a topic of critical importance in business today. 

· Demands for business reengineering, quality, time-based competition, value-adding processes, and a global view have demonstrated that superior management of the operations function is vital to the survival of the firm. 

· An understanding of production and operations management strategy and its function is a necessary part of any good business education. 


· The subject matter represents a blend of concepts from industrial engineering, cost accounting, general management, quantitative methods, and statistics.

· Production and operations activities, such as choosing a location for an office or plant, allocating resources, designing products and services, scheduling activities, and assuring and improving quality are core activities and often strategic issues in business organizations.

· Some of you are or will be employed directly in these areas, while others will have jobs that are indirectly related to this area. So whether this is your field of study or not, knowledge of this field will certainly benefit you and the organization you work for.

    1.2 What is Operations Management?
Every business is managed through three major functions: finance, marketing, and operations management. Other business functions such as accounting, purchasing, human resources, and engineering support these three major functions. Finance is the function responsible for managing cash flow, current assets, and capital investments. Marketing is responsible for sales, generating customer demand, and understanding customer wants and needs. Most of you have some idea of what finance and marketing are about, but what does operations management do?
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Figure 1.1 Organizational chart showing the three major business functions 

Operations management (here after OM) is defined by many authors in deferent ways.    However, following definitions are proposed here.

· OM is the set of activities that creates value in the form of goods and services by transforming inputs in to outputs (Heizer and Render, 2011).

· OM can be defined as the management of the conversion process, which converts land, labor, capital, and management inputs into desired outputs of goods and services (Roy, 2005).


· OM is defined as the design, operations, and improvement of the systems that create and deliver the firm’s primary products and services (Chase et.al, 2005). 

· In other way, OM is the business function that plans, organizes, coordinates, and controls the resources needed to produce a company’s goods and services.


· Like marketing and finance, OM is a functional field of business with clear line management responsibilities. 

· Operations management is a management function. It involves managing people, equipment, technology, information, and many other resources.

·  Operations management is the central core function of every company. This is true whether the company is large or small, provides a physical good or a service, is for profit or not for profit. 


· Every company has an operations management function. Actually, all the other organizational functions are there primarily to support the operations function. Without operations, there would be no goods or services to sell.

1.3  Why Study Operations Management

1. Operations Management creates an understanding of modern approaches to managing operations. 
· Every organization produces some product or service. 
· The concept of OM becoming equally important in services in service and manufacturing organizations.
· It has long been true in manufacturing. 
· For example, total quality management, business process reengineering, and just - in- time delivery are concepts that fall under the OM umbrella.

2. Operations Management provides a systematic way of looking at organizational processes.    
· OM uses analytical thinking to deal with real world problems like competition. 
· It sharpens our understanding of the world around us whether we are talking about how to compete with Japan or how many lines to have at the bank teller’s window.
3. Operations Management presents interesting career opportunities. 
· These can be in direct supervision of operations or in staff positions in operations management specialties such as supply chain management and quality assurance.
4. The concepts and tools of Operations Management are widely used in managing other functions of a business.
· All managers have to plan work, control quality, and ensure productivity of individuals under their supervision.

 1.4 The Role of Operations Management 

· The role of operations management is to transform a company’s inputs into the finished goods or services. 

· Inputs include human resources (such as workers and managers), facilities and processes (such as buildings and equipment), as well as materials, technology, and information. Outputs are the goods and services a company produces. Figure 1.2 shows this transformation process. 

·  At a factory, the transformation is the physical change of raw materials into products, such as transforming leather into Shoe and bag, wheat in to flour, or cotton in to cloths.

· At an airline, it is the efficient movement of passengers and their luggage from one location to another. At a hospital it is organizing resources such as doctors, medical procedures, and medications to transform sick people into healthy ones.


· Operations management is responsible for orchestrating all the resources needed to produce the final product. This includes 
· designing the product 
· deciding what resources are needed
· arranging schedules, equipment, and facilities 
· managing inventory
· controlling quality 
· designing the jobs to make the product and 
· designing work methods. 
· Operations management is responsible for all aspects of the process of transforming inputs into outputs. 
· Customer feedback and performance information are used to continually adjust the inputs, the transformation process, and characteristics of the outputs. 
· As shown in Figure 1.2, this transformation process is dynamic in order to adapt to changes in the environment. 
· Proper management of the operations function has led to success for many companies. 
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Figure 1.2 The transformation Process

Table 1.1 Examples of productive systems their inputs, transformation process and outputs.


	System
	Primary Inputs
	Resources
	Transformation Functions
	Typical Output

	Hospital 
	Patients 
	MDS, Nurses, Medical supplies, Equipment 
	Examination, surgery, monitoring , medication and
Therapy
	
Healthy individual 

	Restaurant 
	Hungry Customers 
	Food, chef, wait-staff, environment 
	Well prepared well served food agreeable environment (physical and exchange 
	
Satisfied customers 

	Automobile factory 
	Sheet steel, engine parts 
	Tools, equipment, workers 
	Fabrication and assembly of cars physical) 
	High quality  automobile 

	College or university 
	High school graduates 
	Teachers book, classrooms 
	Imparting knowledge and skills via lecture (informational) 
	Educated individuals 

	Department store 
	Shoppers 
	Displays, stocks of goods, sales clerks 
	Attract customers promote products fill orders (exchange) 
	Sales to satisfied customers 

	Airline
	Travelers 
	Airplanes, crews , scheduling/ ticketing systems 
	Move to destination 
	On-time, safe delivery to destination 




In general, transformation processes can be categorized as follows:
   Physical (as in manufacturing)
   Location (as in transportation)
   Exchange (as in retailing)
   Storage (as in warehousing)
   Physiological (as in health care)
   Informational (as in telecommunications)

· These transformations are not mutually exclusive. For example, a department store can (1) allow shoppers to compare price and quality (informational), (2) hold items in inventory until needed (storage), and (3) sell goods (exchange).  

1.5  Historical Development of Operation Management 

· When we think of what operations management does namely, managing the transformation of inputs into goods and services we can see that as a function it is as old as time. Think of any great organizational effort, such as organizing the first Olympic games, building the Great Wall of China, or erecting the Egyptian pyramids, and you will see operations management at work.
·  Operations management did not emerge as a formal field of study until the late 1950s and early 1960s, when scholars began to recognize that all production systems face a common set of problems and to stress the systems approach to viewing operations processes. 
· Many events helped shape operations management. We will describe some of the most significant of these historical milestones and explain their influence on the development of operations management. Later we will look at some current trends in operations management. 

    
Table 1. 3 The historical milestones and current trends of operation management 
	Concept
	Time
	Explanation

	Industrial Revolution
	Late 1700s
	Brought in innovations that changed production by using machine power instead of human power

	Scientific management
	Early 1900s
	Brought the concepts of analysis and measurement of the technical aspects of work design, and development of moving assembly lines and mass production

	Human relations movement
	1930s to 1940s
	Focused on understanding human elements of job design, such as worker motivation and job satisfaction

	Management science
	1940s to 1960s
	Focused on the development of quantitative techniques to solve operations problems

	Computer age
	1960s
	Enabled processing of large amounts of data and allowed widespread use of quantitative procedures

	Just-in-time systems (JIT)
	1980s
	Designed to achieve high-volume production with minimal inventories

	Total quality management (TQM)
	1980s
	Sought to eliminate causes of production defects

	Reengineering
	1980s
	Required redesigning a company’s processes in order to provide greater efficiency and cost reduction

	Environmental issues
	1980s
	Considered waste reduction, the need for recycling, and product reuse

	Flexibility
	1990s
	Offered customization on a mass scale. 

	Time-based competition
	1990s
	Based on time, such as speed of delivery 

	Supply chain management
	1990s
	Focused on reducing the overall cost of the system that manages the flow of materials and information from suppliers to final customers 

	Global competition
	1990s
	Designed operations to compete in the global market

	Electronic commerce
	Late 1990s; early
twenty-first century
	Used the Internet for conducting business activity



Table 1.3 Historical Development of Operations Management

1.6 Manufacturing  and Service Operations 
· Organizations can be divided into two broad categories: manufacturing organizations and service organizations. 
· Manufacturing implies production of a tangible output (i.e. something that can be seen or touched) such as a car, tyre, bread, knife, etc. 
· Service on the other hand, generally implies an act. Examples here include a doctor’s examination, TV and auto repair, lawn care and lodging in a hotel.
·  The majority of service jobs fall into the following categories:
            Education (schools, colleges, universities, etc.)
            Business services (data processing, delivery, employment agencies, etc.)
                        Personal services (laundry, dry cleaning, hair/ beauty, gardening etc)
                        Health care (doctors, dentists, hospital care, etc)
            Financial services (banking, stock brokerages, insurance, etc)
           Wholesale / retail (clothing, food, appliances, stationeries, toys, etc)
                       Government (federal, state, local) 
The difference between Manufacturing and service operation 
The differences between manufacturing and service operations fall into the six categories. 

· First, manufacturing organizations produce physical, tangible goods that can be stored in inventory before they are needed. By contrast, service organizations produce intangible products that cannot be produced ahead of time.

· Second, in manufacturing organizations most customers have no direct contact with the operation. Customer contact is made through distributors and retailers. For example, a customer buying a car at a car dealership never encounters the automobile factory. However, in service organizations the customers are typically present (inputs) during the creation of the service. Hospitals, colleges, theaters, and barbershops are examples of service organizations in which the customer is present during the creation of the service.

· Third, service operations are subject to greater variability of input than typical manufacturing operations. For example, each patient, each lawn and each auto repair presents specific problems that often must be diagnosed before it can be remedied. Manufacturing operations often have the ability to carefully control the amount of variability of inputs and thus achieve low variability in outputs. Consequently, job requirements for manufacturing are generally more uniform than those for services.

· Fourth, because of the on-site consumption of service and the high degree of variation of inputs, service require a higher labour content whereas manufacturing, with exceptions, can be more capital intensive (i.e., mechanized).

· Fifth, measurement of productivity is more straightforward in manufacturing due to the high degree of uniformity of most manufactured items. In service operations, variations in demand intensity and in requirements from job to job make productivity measurement considerably more difficult. For example, compare   the productivity of two doctors.  One may have a large number of routine cases while the others does not, so their productivity appears to differ unless a very useful analysis is made.

· The final distinction between manufacturing and service operations relates to the measurement of quality. Since manufacturing systems tend to have tangible products and less customer contact, quality is relatively easy to measure. However, the quality of service systems, which generally produce intangibles, is often very difficult to measure. Coupled with this, the subjective nature of individual preferences further makes the measurement of services difficult (objective measurement of quality is sometimes impossible). For example, one customer might value a friendly chat with the sales clerk during the purchase. However, another customer might assess quality by the speed and efficiency of transaction. 



· To sum up, the distinctions between manufacturing and service operations are as follows 

	Characteristics 
	Manufacturing operation 
	Service operation

	Product 
	Tangible, durable product
	Intangible, perishable product

	Inventory 
	Output can be inventoried 
	Output cannot be inventoried 

	Customer contact
	Low 
	High 

	Uniformity of input 
	High 
	Low 

	Intensity 
	Capital intensive 
	Labour intensive 

	Measurement of  productivity 
	Easy 
	Difficult 

	Quality measurement 
	Quality easily measured 
	Quality not easily measured 



                    Similarities between manufacturing and service operations
In spite of the differences already discussed there are compelling similarities between manufacturing and service operation. Since manufacturing and service operations are often similar in terms of what is done but different in terms of how it is done. For instance both involve the following characteristics. 
· Firstly both have processes that must be designed and managed effectively. 
· Secondly, some type of technology be it manual or computerized, must be used in each process. 
· Thirdly, both of them are usually concerned about quality, productivity and the timely response to customers.
· Fourthly they must make choices about capacity, location, and layout of their facilities.
· Fifthly, both deal with suppliers of outside services and materials, as well as scheduling problems. 
· Finally, matching staffing levels and capacities with forecasted demand is a universal problem.



       1.7 Operations Decision Making 
All good managers perform the basic functions of the management process. The management process consists of planning, organizing, staffing, leading, and controlling. Operations managers apply this management process to the decisions they make in the OM functions. The 12 major decisions of OM are shown in Table 1.2. Successfully addressing each of these decisions requires planning, organizing, staffing, leading and controlling. Typical issues relevant to these decisions are also presented.

	No.
	Decisions areas
	                             Issues 

	1
	Operations strategy
	What are the unique features of the business that will make it competitive?

	2
	Product design
	What are the unique features of the product?

	3
	Process selection
	What are the unique features of the process that give the product its unique characteristics?

	4
	Supply chain managements      
	What sources of supply should we use to ensure regular and timely receipt of the exact materials we need? How do we manage these sources of supply?

	5
	Quality management
	How will managers ensure the quality of the product, measure quality, and identify quality problems?

	6
	Forecasting
	What is the expected demand for the product?

	7
	Location analysis
	Where will the facility be located?

	8
	Capacity planning
	How large should the facility be?

	9
	Facility layout
	How should the facility be laid out? Where should the kitchen and ovens be located? Should there be seating for customers?  

	10
	Job design and work  measurement
	What jobs will be needed in the facility, who should do what task, and how will their performance be measured?

	11
	Inventory management
	How will the inventory of raw materials be monitored? When will orders be placed and how much will be kept in stock?

	12
	Scheduling
	 Who will work on what schedule?



1.8 Productivity Measurement 
· Recall that operations management is responsible for managing the transformation of many inputs into outputs, such as goods or services.
·  Productivity is measure of how efficiently inputs are being converted into outputs. 
·  It is computed as a ratio of outputs (goods and services) to inputs (e.g., labor and materials). 
· The more efficiently a company uses its resources, the more productive it is:
                                Productivity =  
· We can use this equation to measure the productivity of one worker or many, as well as the productivity of a machine, a department, the whole firm, or even a nation.
·  The measurement possibilities are shown as follows.
             Partial productivity measurement
             Multi-factor productivity measurement
             Total productivity measurement

             Partial Productivity Measurement
Partial productivity measurement is used when the firm is interested in the productivity of a selected input factor. It is the ratio of output values to one class of input.
                              PPM =  or  or     
                    Some examples of partial productivity measures are as follows 
	Labor productivity 
	Units of output per labor hour 

	
	Units of output per shift

	
	Value- added per labor hour 

	
	Dollar value of output per labor hour 

	Machine productivity 
	Units of output per machine hour 

	
	Dollar value of output per dollar input 

	Capital productivity 
	Units of output per dollar input 

	
	Dollar value of output per dollar input

	Energy productivity 
	Units of output per kilowatt-hour 

	
	Dollar value of output per kilowatt-hour 



     Example: Two workers paint tables in a furniture shop. If the workers paint 22 tables in 8 hours, what is their productivity?
                                PPM =       1.375 tables/hour

           Multi-factor Productivity Measurement

This productivity measurement technique is used when the firm is interested to know the productivity of a group of input factors but not all input factors.
                                MFPM =  or  

      Example: Let’s say that output is worth of 382 birr and labor and materials costs are 168 and 98 birr, respectively. A multifactor productivity measure of our use of labor and materials would be: 

                          MFPM =        1.436

          Total (Composite) Productivity Measures

A firm deals about composite productivity when it is interested to know about the overall productivity of all input factors. This technique will give us the productivity of an entire organization or even a nation.
           TPM =   or   

      Example: Suppose the weekly dollar value of a company X output, such as finished goods and work in progress, is $10,200 and that the value of its inputs, such as labor, materials, and capital, is $8600. The company’s total weekly productivity would be computed as follows:
                                TPM =      1.186
 

         
Productivity in the Service Sector
· Service productivity is more problematic than manufacturing productivity. In many situations, it is more difficult to measure, and thus to manage, because it involves intellectual activities and a high degree of variability. 

· Think about medical diagnoses, surgery, consulting, legal services, customer service, and computer repair work. This makes productivity improvements more difficult to achieve.

· Nonetheless, because service is becoming an increasingly large portion of our economy, the issues related to service productivity will have to be dealt with.


·  It is interesting to note that government statistics normally do not include service firms.
· A useful measure closely related to productivity is process yield.

·  Where products are involved, process yield is defined as the ratio of output of good product (i.e., defective product is not included) to the quantity of raw material input.


· Where services are involved, process yield measurement is often dependent on the particular process. For example, in a car rental agency, a measure of yield is the ratio of cars rented to cars available for a given day. 

· In education, a measure for college and university admission yield is the ratio of student acceptances to the total number of students approved for admission. 


· For subscription services, yield is the ratio of new subscriptions to the number of calls made or the number of letters mailed.

·  However, not all services provide themselves to a simple yield measurement. For example, services such as automotive, appliance, and computer repair don’t readily provide themselves to such measures.

Workout 1:
Mance Fraily, the Production Manager at Ralts Mills, can currently expect his operation to produce 1000 square yards of fabric for each ton of raw cotton. Each ton of raw cotton requires 5 labor hours to process. He believes that he can buy a better quality raw cotton, which will enable him to produce 1200 square yards per ton of raw cotton with the same labor hours.
What will be the impact on productivity (measured in square yards per labor-hour) if he purchases the higher quality raw cotton?

Workout 2:
C. A. Ratchet, the local auto mechanic, finds that it usually takes him 2 hours to diagnose and fix a typical problem. What is his daily productivity (assume an 8 hour day)?
Mr. Ratchet believes he can purchase a small computer trouble-shooting device, which will allow him to find and fix a problem in the incredible (at least to his customers!) time of 1 hour. He will, however, have to spend an extra hour each morning adjusting the computerized diagnostic device. What will be the impact on his productivity if he purchases the device?

Workout three:
Joanna French is currently working a total of 12 hours per day to produce 240 dolls. She thinks that by changing the paint used for the facial features and fingernails that she can increase her rate to 360 dolls per day. Total material cost for each doll is approximately $3.50; she has to invest $20 in the necessary supplies (expendables) per day; energy costs are assumed to be only $4.00 per day; and she thinks she should be making $10 per hour for her time. Viewing this from a total (multifactor) productivity perspective, what is her productivity at present and with the new paint?
Discussion questions 
1. Define what Operations Management is?
2. Discuss the major functional areas of business organizations 
3. Differentiate between design and operation of production systems
4. Describe the key aspects of operations management decision making 
5. Briefly describe the historical evolution of operations management 
                                      
 Chapter Two 
            Operations strategy and competitiveness   
    Introduction 
There is an increasing recognition that operations should assist the firm achieve a competitive position in the market place. Hence, apart from being a place to make the firm’s products and services, operations should also lead to some competitive strength to the business as well. This realization is being encouraged by increased foreign competition, the need for improved productivity and increased customer demands for improved quality. Gaining a competitive advantage through improved operations performance requires a strategic response on the part of the operations function. The focus of this unit is therefore on operations strategy, which specifies how operations can help implement the firm’s corporate strategy. Here, you will see how operations strategy links long and short operations decision.

What is strategy?  
Strategy can be defined as follows (Johnson et. al 2008)
‘Strategy is the direction and scope of an organization over the long term: ideally which matches its resource to its changing environment and in particular its markets, customers or clients so as to meet stakeholders’ expectations.’

Strategy can be seen to exist at 3 main levels of corporate, operation and functional
    Corporate strategy 
·  Defines long range plan for the organization.
  Operations strategy 
· Develop a plan for the operations function focusing on specific competitive priorities.





 Functional level strategy 
·  Developed to focus on the identified competitive priorities. 































2.2 Corporate (Business) Strategy
· In any business organization, it is the responsibility of top management to plan the organization’s long-term future. 
· In this regard therefore, corporate strategy defines the businesses that the company will pursue, new threats and opportunities in the environment, and the growth objectives that it should achieve.
·  Also addressed, is business strategy, i.e how a firm can differentiate itself from the competition. 
· The various alternatives could include producing standardized products instead of customized products or competing on the basis of cost advantage versus responsive delivery. 
· Thus, corporate strategy provides an overall direction that serves as the framework for carrying out all the organization’s functions.

        Developing a business strategy (corporate strategy) 
A company’s business strategy is developed after its managers have considered many factors and have made some strategic decisions. 
These include developing an understanding of:
· what business the company is in (the company’s mission), 
· analyzing and developing an understanding of the market (environmental scanning), and
· identifying the company’s strengths (core competencies). 
These three factors are critical to the development of the company’s long-range plan, or business strategy. 
In this section we describe each of these elements in detail and show how they are combined to formulate the business strategy.

A. Mission  
Every organization has a mission. The mission is a statement that answers three overriding (dominating) questions:
· What business will the company be in?
· Who will the customers be, and what is the expected customer attributes? 
· How will the company’s basic beliefs define the business?
· The mission defines the company. In order to develop a long-term plan for a business, you must first know exactly what business you are in, what customers you are serving, and what your company’s values are. 
· If a company does not have a well defined mission, it may pursue business opportunities about which it has no real knowledge or that are in conflict with its current pursuits, or it may miss opportunities altogether.

B. Environmental Scanning 
A second factor to consider when developing business strategy is environmental scanning. It is the monitoring of events and trends that present either threats or opportunities for the organization. 
Generally these include:
· competitors’ activities; 
· changing consumer needs; 
· legal, economic, political, and environmental issues;
· the potential for new markets; and the like.
 To remain competitive, companies have to continuously monitor their environment and be prepared to change their business strategy, or long-range plan, in light of environmental changes.
       
       Important factors may be internal or external.
              The following are key external factors:
1. Economic conditions: These include the general health and direction of the economy, inflation and deflation, interest rates, tax laws, and tariffs.
2.  Political conditions: These include favorable or unfavorable attitudes toward business, political stability or instability, and wars.
3.  Legal environment: This includes antitrust laws, government regulations, trade restrictions, minimum wage laws, product liability laws and recent court experience, labor laws, and patents.
4.  Technology: This can include the rate at which product innovations are occurring, current and future process technology (equipment, materials handling), and design technology.
5.  Competition: This includes the number and strength of competitors, the basis of competition (price, quality, special features), and the ease of market entry.
6. Markets: This includes size, location, brand loyalties, ease of entry, and potential for growth, long-term stability, and demographics.

 The organization also must take into account various internal factors that relate to possible strengths or weaknesses. Among the key internal factors are the following:
1.  Human resources: These include the skills and abilities of managers and workers; special talents (creativity, designing, problem solving); loyalty to the organization; expertise; dedication; and experience.
2.  Facilities and equipment: Capacities, location, age, and cost to maintain or replace can have a significant impact on operations.
3. Financial resources: Cash flow, access to additional funding, existing debt burden, and cost of capital are important considerations.
4.  Customers: Loyalty, existing relationships, and understanding of wants and needs are important.
5.  Products and services: These include existing products and services, and the potential for new products and services. 
6. Technology:  This includes existing technology, the ability to integrate new technology, and the probable impact of technology on current and future operations.
7.  Suppliers:  Supplier relationships, dependability of suppliers, quality, flexibility, and service are typical considerations. 
8.  Other: Other factors include patents, labor relations, company or product image, distribution channels, relationships with distributors, maintenance of facilities and equipment, access to resources, and access to markets.

                            C.  Core competencies
· The third factor that helps define a business strategy is an understanding of the company’s strengths. These are called core competencies. 
· In order to formulate a long-term plan, the company’s managers must know the competencies of their organization.
·  Core competencies could include special skills of workers, such as expertise in providing customized services or knowledge of information technology.
·  Another example might be flexible facilities that can handle the production of a wide array of products. 
· To be successful, a company must compete in markets where its core competencies will have value. 


· Highly successful firms develop a business strategy that takes advantage of their core competencies or strengths. 
· Increased global competition has driven many companies to clearly identify their core competencies and outsource those activities considered noncore. 

Organizational core competences 
	1. Workforce 
	Highly trained

	
	Responsive in meeting customer needs

	
	Flexible in performing variety of tasks 

	
	Strong technical capability 

	
	Creative in product design 

	2.  Facilities 
	Flexible in producing a variety of products 

	
	Technologically advanced 

	
	An efficient distribution system

	3.  Market understanding 
	Skilled in understanding customer wants and predicting market trends 

	4.  Financial know how 
	Skilled in attracting and raising capital

	5. Technology 
	Use of latest production technology 

	
	Use of information technology 

	
	Quality control techniques 

	
	


· Figure 2.1 shows how the mission, environmental scanning, and core competencies help in the formulation of the corporate strategy. 
· This is an ongoing process that is constantly allowed to change. 
· As environmental scanning reveals changes in the external environment, the company may need to change its corporate/business strategy to remain competitive while taking advantage of its core competencies and staying within its mission.                      

Figure 2.1 Three inputs in developing a corporate / business strategy

[image: ]
After assessing internal and external factors and an organization’s distinctive competence, a strategy or strategies must be formulated that will give the organization the best chance of success.
      
                  2.3 Operations strategy 
Operations strategy is concerned with setting broad policies and plans for using the resources of a firm to best support its long-term competitive strategy. A firm’s operations strategy is comprehensive through its integrating with corporate strategy. The strategy involves a long-term process that must foster inevitable change. An operations strategy involves decisions that relate to the design of a process and the infrastructure needed to support the process. Process design includes the selection of appropriate technology, sizing the process over time, the role of inventory in the process, and locating the process. The infrastructure decision involve the logic associated with the planning and control systems, quality assurance and control approaches, work payment structures, and the organization of the operation function.

Operations strategy can be viewed as part of planning process that coordinates operational goals with those of the larger organization. Since the goals of the larger organization change over time, the operations strategy must be designed to anticipate future needs. The operations capabilities of a firm can be viewed as portfolio best suited to adapt to the changing product and/or service needs of the firm’s customers. 

        Developing operations strategy 
Once a business strategy has been developed, an operations strategy must be formulated. This will provide a plan for the design and management of the operations function in ways that support the business strategy. The operations strategy relates the business strategy to the operations function. The operations strategy focuses on specific capabilities of the operation that give the company a competitive edge. These capabilities are called competitive priorities. By excelling in one of these capabilities, a company can become a winner in its market. These competitive priorities and their relationship to the design of the operations function are shown in Figure 2.2.

[image: ]

Figure 2.2 Operations strategy and the design of the operations function 
 2.2.1 Operations competitive priorities
 Competitive priorities are the capabilities that the operations function can develop in order to give a company a competitive advantage in its market. The major competitive dimensions that form the competitive position of a company include the following.

1. Cost - “Make it Cheap”
· Competing based on cost means offering a product at a low price relative to the prices of competing products. 
· The need for this type of competition emerges from the business strategy.
·  The role of the operations strategy is to develop a plan for the use of resources to support this type of competition.
·  Note that a low-cost strategy can result in a higher profit margin, even at a competitive price. Also, low cost does not imply low quality. 
· Let’s look at some specific characteristics of the operations function we might find in a company competing on cost.
· To develop this competitive priority, the operations function must focus primarily on cutting costs in the system, such as costs of labor, materials, and facilities. 
· Companies that compete based on cost study their operations system carefully to eliminate all waste. They might offer extra training to employees to maximize their productivity and minimize scrap. Also, they might invest in automation in order to increase productivity.
· Generally, companies that compete based on cost 
· offer a narrow range of products and product features,
· allow for little customization, and 
· have an operations process that is designed to be as efficient as possible.

                 2. Quality - “Make it good” 
· A competitive priority focusing on the quality of goods and services.
· Many companies claim that quality is their top priority, and many customers say that they look for quality in the products they buy. 
· Yet quality has a subjective meaning; it depends on who is defining it.
·  For example, to one person quality could mean that the product lasts a long time, such as. 
· When companies focus on quality as a competitive priority, they are focusing on the dimensions of quality that are considered important by their customers.
·  Quality as a competitive priority has two dimensions.
·  The first is high-performance design. This means that the operations function will be designed to focus on aspects of quality such as superior features, close tolerances, high durability, and excellent customer service. 
· The second dimension is goods and services consistency, which measures how often the goods or services meet the exact design specifications. 
· Companies that compete on quality must deliver not only high-performance design but goods and services consistency as well.
·  A company that competes on this dimension needs to implement quality in every area of the organization. 
· One of the first aspects that need to be addressed is product design quality, which involves making sure the product meets the requirements of the customer. 
· A second aspect is process quality, which deals with designing a process to produce error-free products. 
· This includes focusing on equipment, workers, materials, and every other aspect of the operation to make sure it works the way it is supposed to.
·  Companies that compete based on quality have to address both of these issues: the product must be designed to meet customer needs, and the process must produce the product exactly as it is designed.

                 3. Time “Make it fast and deliver it when promised” 
· A competitive priority focusing on speed and on-time delivery.
·  Time or speed is one of the most important competitive priorities today. 
· Companies in all industries are competing to deliver high-quality products in as short a time as possible. 
· Today’s customers don’t want to wait, and companies that can meet their need for fast service are becoming leaders in their industries.
· Making time a competitive priority means competing based on all time-related issues, such as rapid delivery and on-time delivery. 
· Rapid delivery refers to how quickly an order is received;
· On-time delivery refers to how often deliveries are made on time.
·  Another time-competitive priority is development speed, which is the time needed to take an idea to the marketplace. 
· This is especially critical in technology and computer software fields. 
· When time is a competitive priority, the job of the operations function is to critically analyze the system and combine or eliminate processes in order to save time.
·  Often companies use technology to speed up processes, rely on a flexible workforce to meet peak demand periods, and eliminate unnecessary steps in the production process.
4. Flexibility “Change it” 
· A competitive priority focusing on offering a wide variety of goods or services.
· As a company’s environment changes rapidly, including customer needs and expectations, the ability to readily accommodate these changes can be a winning strategy. 
·  There are two dimensions of flexibility. 
· Product flexibility: It is the ability to offer a wide variety of goods or services and customize them to the unique needs of clients.
·   Volume flexibility is the ability to rapidly increase or decrease the amount produced in order to accommodate changes in the demand. 
· Companies that compete based on flexibility often cannot compete based on speed because it generally requires more time to produce a customized product. 
· Also, flexible companies typically do not compete based on cost because it may take more resources to customize the product.
·  However, flexible companies often offer greater customer service and can meet unique customer requirements. 
· To carry out this strategy, flexible companies tend to have more general-purpose equipment that can be used to make many different kinds of products. 
· Also, workers in flexible companies tend to have higher skill levels and can often perform many different tasks in order to meet customer needs.

      The Need for Trade-Offs
You may be wondering why the operations function needs to give special focus to some priorities but not all. As more resources are dedicated to one priority, fewer resources are left for others. The operations functions must place emphasis on those priorities that directly support the business strategy. 

· Trade-offs is the need to focus more on one competitive priority than on others. 
· Therefore, it needs to make trade-offs between the different priorities. 
· For example, consider a company that competes on using the highest quality component parts in its products. Due to the high quality of parts, the company may not be able to offer the final product at the lowest price. In this case, the company has made a trade-off between quality and price. 
· Similarly, a company that competes on making each product individually based on customer specifications will likely not be able to compete on speed. Here, the trade-off has been made between flexibility and speed. 
· It is important to know that every business must achieve a basic level of each of the priorities, even though its primary focus is only on some. 
· For example, even though a company is not competing on low price, it still cannot offer its products at such a high price that customers would not want to pay for them.
· Similarly, even though a company is not competing on time, it still has to produce its product within a reasonable amount of time; otherwise, customers will not be willing to wait for it.

· One way that large facilities with multiple products can address the issue of trade-offs is using the concept of plant-within-a-plant (PWP), introduced by well-known Harvard professor Wickham Skinner.

·  The PWP concept suggests that different areas of a facility be dedicated to different products with different competitive priorities. 

· These areas should be physically separated from one another and should even have their own separate workforce. As the term suggests, there are multiple plants within one plant, allowing a company to produce different products that compete on different priorities.

· For example, hospitals use PWP to achieve specialization or focus in a particular area, such as the cardiac unit, oncology, radiology, surgery, or pharmacy.

· Similarly, department stores use PWP to isolate departments, such as the Sears auto service department versus its optometry center.

   Order winners and order qualifiers 
To help a company decide which competitive priorities to focus on, it is important to distinguish between order winners and order qualifiers, which are concepts, developed by Terry Hill, a professor at Oxford University. 
Order qualifiers are those competitive priorities that a company has to meet if it wants to do business in a particular market.
Order winners, on the other hand, are the competitive priorities that help a company win orders in the market.
Example: Consider a simple restaurant that makes and delivers pizzas. Order qualifiers might be low price (say, less than $10.00) and quick delivery (say, under 15 minutes) because this is a standard that has been set by competing pizza restaurants. The order winners may be “fresh ingredients” and “home-made taste.” These characteristics may differentiate the restaurant from all the other pizza restaurants. However, regardless of how good the pizza, the restaurant will not succeed if it does not meet the minimum standard for order qualifiers. Knowing the order winners and order qualifiers in a particular market is critical to focusing on the right competitive priorities.

2.3 Relationship between operations and corporate strategy
The corporate strategy provides the overall direction for the organization. It is broad in scope, covering the entire organization. Operations strategy is narrower in scope, dealing primarily with the operations aspect of the organization. Operations strategy relates to products, processes, methods, operating resources, quality, costs, lead times, and scheduling. 

In order for operations strategy to be truly effective, it is important to link it to organization strategy; that is, the two should not be formulated independently. Rather, formulation of organization strategy should take into account the realities of operations’ strengths and weaknesses, capitalizing on strengths and dealing with weaknesses. 

Similarly, operations strategy must be consistent with the overall strategy of the organization, and with the other functional units of the organization. This requires that senior managers work with functional units to formulate strategies that will support, rather than conflict with, each other and the overall strategy of the organization. As obvious as this may seem, it doesn’t always happen in practice. Instead, we may find power struggles between various functional units. These struggles are detrimental to the organization because they pit functional units against each other rather than focusing their energy on making the organization more competitive and better able to serve the customer. Some of the latest approaches in organizations, involving teams of managers and workers, may reflect a growing awareness of the synergistic effects of working together rather than competing internally.

Example for linkage between corporate and operations strategy 
	Corporate, business or organizational strategy  
	Operations Strategy 

	Low price
	Low cost

	Responsiveness 
	Short processing time and on-time delivery 

	High quality
	High performance design and quality process

	Flexibility 
	Innovation 


              
2.4 Functional level Strategy (Translating competitive priorities in to production requirement) 
Operations strategy makes the needs of the business strategy specific to the operations function by focusing on the right competitive priorities. Once the competitive priorities have been identified, a plan is developed to support those priorities. The operations strategy will specify the design and use of the organization’s resources; that is, it will set forth specific operations requirements. These can be broken down into two categories.
1. Structure:- Operations decisions related to the design of the production process, such as characteristics of facilities used, selection of appropriate technology, and flow of goods and services through the facility.
2. Infrastructure: - Operations decisions related to the planning and control systems of the operation, such as organization of the operations function, skills and pay of workers, and quality control approaches. Together, the structure and infrastructure of the production process determine the nature of the company’s operations function.

· The structure and infrastructure of the production process must be aligned to enable the company to pursue its long-term plan. 
· Suppose we determined that time or speed of delivery is the order winner in the marketplace and the competitive priority we need to focus on. We would then design the production process to promote speedy product delivery. 
· This might mean having a system that does not necessarily produce the product at the absolutely lowest cost, possibly because we need costlier or extra equipment to help us focus on speed. The important thing is that every aspect of production of a product or delivery of a service needs to focus on supporting the competitive priority.





                                               








CHAPTER THREE
Learning objectives

At the end of this unit, students will be able to:
· Explain design of the operation system
· Discuss Product and service design
· Discuss Process selection
· Discuss Strategic Capacity Planning
· Discuss Facility Location & layout
· Discuss Job Design and Work Measurement

· 
Design of the Operation System

Part I: Product and service design 
The essence of any organization is the product and service it offers. There is an obvious link between the design of those products and services the success of the organization. Organizations that have well-designed products or services than those with poorly designed products or services. Hence, organizations have a vital stake in achieving good product and service design.
Product and service design plays a strategic role in the degree to which an organization is able to achieve its goal. It is a major factor in customer satisfaction, product and service quality, and production cost. The customer connection is obvious: The main concern of the customer is the organization’s products and services, which became the ultimate basis for judging the organization. 
  1.1 Product Design 
Most of us might think that the design of a product is not that interesting. After all, it probably involves materials, measurements, dimensions, and blueprints. When we think of design we usually think of car design or computer design and envision engineers working on diagrams. However, product design is much more than that.
 Product design brings together marketing analysts, art directors, sales forecasters, engineers, finance experts, and other members of a company to think and plan strategically. It is exciting and creative, and it can spell success or disaster for a Product design is the process of defining all the features and characteristics of just about anything you can think of, for both products and services.
 Consumers respond to a product’s appearance, color, texture, performance. All of its features, summed up, are the product’s design. Someone came up with the idea of what this product will look like, taste like, or feel like so that it will appeal to you. This is the purpose of product design. 
Product design: defines a product’s characteristics, such as its appearance, the materials it is made of, its dimensions and tolerances, and its performance standards.
1.1. 1 Reasons for product and service Design or Redesign
Product and service design has typically had strategic implications for the success and prosperity of an organization. Furthermore, it has an impact on future activities. Consequently, decisions in this area are some of the most fundamental that managers must take.
Organizations become involved in product and service design or redesign for a variety of reasons. The main forces that initiate design or redesign are market opportunities and threats. The factors that give rise to market opportunities and threats can be one or more changes:
· Economic (low demand, excessive warranty claims, the need to reduce costs).
· Social and demographic (Aging baby boomers, population shifts).
· Political, Liability, or Legal(Government changes, safety issues, new regulations)
· Competitive (new or changed products or services, new advertising/promotions).
· Cost or availability( raw materials, components, labor)
· Technological (product components, processes).




        1.1.2 Functions of product and service design 
The various activities and responsibilities of product and service design include the following (functional interactions are shown in parentheses)
1. Translate customer wants and needs into product and service requirements( marketing, operations)
2. Refine existing products and services(marketing)
3. Develop new products and /or services(marketing, operations)
4. Formulate quality goals( Marketing, operations)
5. Formulate cost targets(accounting, finance and operations)
6. Construct and test prototypes ( operations, marketing and engineering)
7. Document specifications
Product and service design involves or affects nearly every financial area of an organization. However, marketing and operations have major involvement.
     1.1.3 Objectives of product and service design
 The main focus of product and service design is customer satisfaction. Hence, it is essential for designers to understand what the customer wants and design with that in mind. Marketing is the primary source of this information.
· It is important to note that although profit is generally the overall measure of design effectiveness, because the time interval between the design phase and profit realization is often considerable, more immediate measures come into play. 
· These typically include development time and cost, the product or service cost, and the resulting product or service quality.
·  Quality, of course, is typically high on the list of priorities in product and service design. At one time, having high quality was enough for a product or service to stand out; now it is the norm, and products and services that fall below this norm are the ones that stands out. For many electronic products, “high tech” appearance is a design factor.
Secondary focuses in product design and service design relate to function, cost and potential profit (in for - profit organizations), quality, appearance, forecasted volume, ease of production, ease of assembly, and ease of maintenance or service. 
· It is crucial for designers to take into account the operations capabilities of the organization in order to achieve designs that fit with those capabilities. 
· This is sometimes referred to as designing for operations. Failure to take this into consideration can result in reduced productivity, reduced quality, and increased costs.
·  For these reasons, it is wise for design to solicit input from operations people throughout the design process to reduce the risk of achieving a design that looks good on paper but doesn’t work in the real world. 
In general, design, operations, and marketing must work closely together, keeping each other informed and taking into account the wants and needs of the customer.  
1.1.4 The product design process
 Certain steps are common in the development of most product designs. They are idea generation, product screening, preliminary design and testing, and final design. 
Step 1: Idea Development
· All product designs begin with an idea. The idea might come from a product manager who spends time with customers and has a sense of what customers want, from an engineer with a flair for inventions, or from anyone else in the company.
·  To remain competitive, companies must be innovative and bring out new products regularly. 
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Figure 1-1: Steps in the product design process
Sources of product ideas
· Ideas from Customers, Competitors, and Suppliers 
The first sources of ideas are customers, the driving force in the design of goods and services. 
·  Marketing is a vital link between customers and product design. 
· Market researchers collect customer information by studying customer buying patterns and using tools such as customer surveys and focus groups. 
· Management may love an idea, but if market analysis shows that customers do not like it, the idea is not viable. 
· Analyzing customer preferences is an ongoing process. 
· Customer preferences next year may be quite different from what they are today. For this reason, the related process of forecasting future consumer preferences is important, though difficult.
Competitors are another source of ideas. A company learns by observing its competitors’ products and their success rate. 
· This includes looking at product design, pricing strategy, and other aspects of the operation. 
· Studying the practices of companies considered “best in class” and comparing the performance of our company against theirs is called benchmarking. 
· Reverse Engineering Another way of using competitors’ ideas is to buy a competitor’s new product and study its design features. 
· Using a process called reverse engineering; a company’s engineers carefully disassemble the product and analyze its parts and features. 
· Product design ideas are also generated by a company’s R & D (research and development) department, whose role is to develop product and process innovation. 
Suppliers are another source of product design ideas.
· To remain competitive more companies are developing partnering relationships with their suppliers, to jointly satisfy the end customer. 
· Suppliers participate in a program called early supplier involvement (ESI) where suppliers are involved in the early stages of product design.
Step 2: Product Screening
· After a product idea has been developed it is evaluated to determine its likelihood of success this is called product screening.
·  The company’s product screening team evaluates the product design idea according to the needs of the major business functions. In their evaluation, executives from each function area may explore issues such as the following:
· •Operations What are the production needs of the proposed new product and how do they match our existing resources? Will we need new facilities and equipment? Do we have the labor skills to make the product? Can the material for production be readily obtained?
·  Marketing What is the potential size of the market for the proposed new product? How much effort will be needed to develop a market for the product and what is the long-term product potential?
· Finance The production of a new product is a financial investment like any other. What is the proposed new product’s financial potential, cost, and return on investment?

                Break-Even Analysis: A Tool for Product Screening
· Break-even analysis is a technique that can be useful when evaluating a new product.
· This technique computes the quantity of goods a company needs to sell just to cover its costs, or break even, called the “break-even” point. 
· When evaluating an idea for a new product it is helpful to compute its break-even quantity. 
· An assessment can then be made as to how difficult or easy it will be to cover costs and make a profit.
·  A product with a break-even quantity that is hard to attain might not be a good product choice to pursue. Next we look at how to compute the break-even quantity. 
· The total cost of producing a product or service is the sum of its fixed and variable costs. A company incurs fixed costs regardless of how much it produces. 
· Fixed costs include overhead, taxes, and insurance. For example, a company must pay for overhead even if it produces nothing. 
· Variable costs, on the other hand, are costs that vary directly with the amount of units produced, and include items such as direct materials and labor. Together, fixed and variable costs add up to total cost:
Total cost =FC + VC (Q) 
Where F= fixed cost
           VC= variable cost per unit
            Q =number of units sold
Figure 2-2 shows a graphical representation of these costs as well as the break-even quantity. Fixed cost is represented by a horizontal line as this cost is the same regardless of how much is produced. Adding variable cost to fixed cost creates total cost, represented by the diagonal line above fixed cost. When Q = 0, total cost is only equal to fixed cost. As Q increases, total cost increases through the variable cost component. The blue diagonal in the figure is revenue, the amount of money brought in from sales:
Revenue = (SP) Q
Where SP= selling price per unit
When Q = 0, revenue is zero. As sales increase, so does revenue. Remember, however, that to cover all costs we have to sell the break-even amount. This is the quantity QBE, where revenue equals total cost. If we sell below the break-even point we incur a loss, since costs exceed revenue. To make a profit, we have to sell above the break-even point. Since revenue equals total cost at the break-even point, we can use the previous equations to compute the value of the break-even quantity:
Total cost= total revenue
F + (VC) Q = (SP) Q
Solving for Q, we get the following equation:

BEQ= 
Note that we could also find the break-even point by drawing the graph and finding where the total cost and revenue lines cross.
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Figure 2-2: Graphical approach to break-even analysis
Break-even analysis is useful for more than just deciding between different products. It can be used to make other decisions, such as evaluating different processes or deciding whether the company should make or buy a product.
Step 3: Preliminary Design and Testing
· Once a product idea has passed the screening stage, it is time to begin preliminary design and testing. 
· At this stage, design engineers translate general performance specifications into technical   specifications. 
· Prototypes are built and tested. 
· Changes are made based on test results, and the process of revising, rebuilding a prototype, and testing continues. 

Step 4: Final Design
· Following extensive design testing the product moves to the final design stage. This is where final product specifications are drawn up. 
· The final specifications are then translated into specific processing instructions to manufacture the product, which include selecting equipment, outlining jobs that need to be performed, identifying specific materials needed and suppliers that will be used, and all the other aspects of organizing the process of product production.
· Types of Product Design 
· This section provides an overview of various approaches to product design, including product life cycles, manufacturing design, remanufacturing, robust design, concurrent engineering, computer-aided design, and modular design. 

· Product Life Cycle 
· Many new products go through a product life cycle in terms of demand. In the last stage of a life cycle, some firms adopt a defensive research posture whereby they attempt to prolong the useful life of a product or service by improving its reliability, reducing costs of producing it (and, hence, the price), redesigning it, or changing the packaging. 
· Manufacturing Design 
· The term design for manufacturing (DFM) is also used to indicate the designing of products that are compatible with an organization’s capabilities. A related concept in manufacturing is design for assembly (DFA). A good design must take into account not only how a product will be fabricated, but also how it will be assembled. Design for assembly focuses on reducing the number of parts in an assembly, as well as the assembly methods and sequence that will be employed. 
· Environmental regulations and recycling have given rise to another concern for designers, design for recycling (DFR). Here the focus is on designing products to allow for dis-assembly of used products for the purpose of recovering components and materials for reuse. 
· Remanufacturing 
· Remanufacturing refers to removing some of the components of old products and reusing them in new products. This can be done by the original manufacturer, or another company. Among the products that have remanufactured components are automobiles, printers, copiers, cameras, computers, and telephones. 
· Robust Design 
· Some products will perform as designed only within a narrow range of conditions, while other products will perform as designed over a much broader range of conditions. The latter have robust design. The more robust a product, the less likely it will fail due to a change in the environment in which it is used or in which it is performed. 
· Concurrent Engineering 
· To achieve a smoother transition from product design to production, and to decrease product development time, many companies are using simultaneous development, or concurrent engineering. In its narrowest sense, concurrent engineering means bringing design and manufacturing engineering people together early in the design phase to simultaneously develop the product and the processes for creating the product. 
· Computer-Aided Design (CAD) 
· Computers are increasingly used for product design. Computer-aided design (CAD) uses computer graphics for product design. The designer can modify an existing design or create a new one by means of a light pen, keyboard, a joystick, or a similar device. Once the design is entered into the computer, the designer can maneuver it on the screen. The designer can obtain a printed version of the completed design and file it electronically, making it accessible to people in the firm who need this information (e.g., marketing). A major benefit of CAD is the increased productivity of designers. No longer is it necessary to laboriously prepare mechanical drawings of products or parts and revise them repeatedly to correct errors or incorporate revisions. 
· Product Variety 
· The issue of product variety must be considered from both marketing and an operations point of view. From a marketing point of view, the advantage of a large number of products is the ability to offer customer more choices. Sales may drop if the firm does not offer as many products as its competitors. From an operations point of view, high product variety is seen as leading to higher cost, greater complexity, and more difficulty in specializing equipment and people. 
· The ideal operations situation is often seen as a few high volume products with stabilized production configurations. Operations managers often prefer less product variety. There is an optimum amount of product variety which results in maximum profits. Both too little and too much product variety will lead to low profits. 
· Modular Design 
· Modular design makes it possible to have relatively high product variety and low component variety at the same time. The basic idea is to develop a series of basic product components, or modules that can be assembled into a large number of different products. To the customer, it appears there are a great number of different products. To operations, there are only a limited number of basic components and processes. 
· Controlling the number of different components that go into products is of great importance to operations, since this makes it possible to produce more efficiently for large volumes while also allowing standardization of processes and equipment. A large number of product variations greatly increase the complexity and cost of operations. 
· 
· Modular design offers a fundamental way to change product design thinking. Instead of designing each product separately, the company designs products around standard component modules and standard processes. Common modules should be developed that can serve more than one product line, and unnecessary product frills should be eliminated. This approach will still allow for a great deal of product varieties but the number of unnecessary product variations will be reduced.
· 
· The usual way to develop products is to design each one separately without much attention to the other products in the line. Each product is optimized, but the product line as a whole is not. Modular design requires a broader view of product lines, and it may call for changes in individual products to optimize the product line in its entirety. 

1.2     Service Design 
 Service is an act, something that is done to or for a customer (client, patient, etc.). It is provided by a service delivery system, which includes the facilities, processes, and skills needed to provide the service. 
Service design: is the process of establishing all the characteristics of service including physical, sensual and psychological benefits. 
· Physical (facilitating good) 
· Sensual (explicit service)
· Psychological( implicit service) 

1.2.1 How are Services different from Manufacturing
In Chapter 1 we learned about two basic features that make service organizations different from manufacturing. These are the intangibility of the product produced and the high degree of customer contact. Next we briefly review these and see how they impact service design.
A. Intangible Product 
· Service organizations produce an intangible product, which cannot be touched or seen. It cannot be stored in inventory for later use or traded in for another model. 
· The service produced is experienced by the customer.
·  The design of the service needs to specify exactly what the customer is supposed to experience. 
· For example, it may be relaxation, comfort, and pampering or it may be efficiency and speed. 
· Defining the customer experience is part of the service design.
·  It requires identifying precisely what the customer is going to feel and think, and consequently how he or she is going to behave. This is not always as easy as it might seem.
· The experience of the customer is directly related to customer expectations. 

B. High Degree of Customer Contact 
Service organizations typically have a high degree of customer contact. The customer is often present while the service is being delivered, such as at a theater, restaurant, or bank. Also, the contact between the customer and service provider is often the service itself, such as what you experience at a doctor’s office. For a service to be successful this contact needs to be a positive experience for the customer, and this depends greatly on the service provider. 
         1.2.2 Classification of service 
 Services are classified in to three categories based on the degree of customer contact. These are quasi, pure, mixed service organization.  
· Quasi-manufacturing: Services with low customer contact are called “quasi-manufacturing.”
· These firms have a high degree of service standardization,
·  have higher sales volumes, and are typically less labor intensive. 
· These firms have almost no face-to-face contact with customers and are in many ways similar to manufacturing operations.
·  Examples include warehouses, distribution centers, environmental testing laboratories, and back-office operations.
· Pure services: Services with high customer contact are called “pure services.” 
· These firms have high face-to-face contact and are highly labor intensive. 
· There is low product standardization as each customer has unique requirements, and sales volumes tend to be low.
·  Pure service firms have an environment of lowest system efficiency compared to other service firms. 
· The reason is that the service is typically customized. 
· As each customer has unique requirements, there is less predictability in managing the operating environment.
·  Examples include hospitals, restaurants, barber shops, and beauty salons.
· Mixed Services: service that combine elements of both quasi and pure services are called “mixed services.” 
· Some parts of their operation have face-to-face customer contact, though others do not. 
· They include offices, banks, and insurance firms. 
Figure 1.2 Classification of service operations
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· It is important to understand that companies with different levels of customer contact need to be managed differently.
·  These differences also apply to high-contact and low-contact areas of firms. 
· For example, companies should specifically hire people-oriented workers for high-contact areas, whereas technical skills are more important in low-contact areas. 
· Also, no contact activities should be partitioned from the customer to avoid disruptions in the flow of work.
·  No contact areas can be managed borrowing tools from manufacturing, whereas high-contact areas need to focus on accommodating the customer.

1.2.3 The Service Package
· The successful service organizations do not happen spontaneously. 
· They are carefully thought out and planned, down to every employee action. 
· To design a successful service we must first start with a service concept or idea, which needs to be very comprehensive. 
· We have learned that when purchasing a service, customers actually buy a service package or service bundle.
·  The service package is a grouping of features that are purchased together as part of the service.
There are three elements of the service package: 
· (1) The physical goods, (2) the sensual benefits, and (3) the psychological benefits. 
· The physical goods of the service are the tangible aspects of the service that we receive, or are in contact with, during service delivery. In a fine-dining restaurant the physical goods are the food consumed, as well as facilities such as comfortable tables and chairs and table cloths. 
· The sensual benefits are the sights, smell, and sound of the experience all the items we experience through our senses. 
· Finally, the psychological benefits include the status, comfort, and well-being of the experience.
· It is highly important that the design of the service specifically identify every aspect of the service package. 
· When designing the service we should not focus only on the tangible aspects; it is often the sensual and psychological benefits that are the deciding factors in the success of the service.
·  The service package needs to be designed to precisely meet the expectations of the target customer group.
· Once the service package is identified it can then be translated into a design using a process that is not too different from the one used in manufacturing. 
· Details of the service, such as quality standards and employee training, can later be defined in keeping with the service concept. 
· The service providers the individuals who come in direct contact with the customers must be trained and motivated to precisely understand and satisfy customer expectations.
· Imagine going to a fast-food restaurant and having the server take his time asking you how you want your hamburger cooked and precisely what condiments you would like to accompany it, then waiting a long time to receive your food.
·  Similarly, imagine going to an expensive hair salon and having the staff rush you through the process.
1.2.4  Service Design Models
· There is no one model of successful service design. The design selected should support the company’s service concept and provide the features of the service package that the target customers want. 
· Different service designs have proved successful in different environments.
·  In this section we look at three very different service designs that have worked well for the companies that adopted them.
A. Substitute Technology for People 
· Substituting technology for people is an approach to service design that was advocated some years ago by Theodore Levitt. 
· Levitt argued that one way to reduce the uncertainty of service delivery is to use technology to develop a production-line approach to services. 
· In addition to the use of technology in the production of the product, there is consistency in facilities and a painstaking focus on cleanliness.
·  Rather, their job is to follow the technology and preset processes.
· Substituting technology for people is an approach we have seen over the years in many service industries. 
B. Get the Customer Involved 
· A different approach to service design was proposed by C. H. Lovelock and R. F. Young. 
· Their idea was to take advantage of the customer’s presence during the delivery of the service and have him or her become an active participant.
·  This is different from traditional service designs where the customer passively waits for service employees to deliver the service.
·  Lovelock and Young proposed that since the customers are already there, “get them involved.”
· This type of approach has a number of advantages. 
· First, it takes a large burden away from the service provider. The delivery of the service is made faster and costs are reduced due to lowered staffing requirements.
·  Second, this approach empowers customers and gives them a greater sense of control in terms of getting what they want. 
· This approach provides a great deal of customer convenience and increases satisfaction. 

C. High Customer Attention Approach 
· A third approach to service design is providing a high level of customer attention.
·  This is in direct contrast to the first two approaches we discussed.
·  The first approach discussed automates the service and makes it more like manufacturing. 
· The second approach requires greater participation and responsibility from the customer. 
· The third approach is different from the first two in that it does not standardize the service and does not get the customer involved.
· Rather, it is based on customizing the service needs unique to each customer and having the customer be the passive and pampered recipient of the service. 
· This approach relies on developing a personal relationship with each customer and giving the customer precisely what he or she wants.
· Whereas the first two approaches to service design result in lowered service costs, this third approach is costly. 
Discussion questions
1. Advantages of a Good service or product designs
2. Explain the strategic importance of product and service design
3. List some key reasons for design or redesign
4. Identify the main objectives of product and service design
5. Discuss the importance of legal, ethical, and environmental issues in product and service design.
6. Briefly describe the phases in product design and development
7. Discuss the several key issues in manufacturing design






Part II
                                 Process Selection 
So far, we have discussed issues involved in product design. Though product design is important for a company, it cannot be considered separately from the selection of the process. In this section, we will look at issues involved in process design.

· Process is a method used in an industry for doing or making something. Process transforms inputs into outputs. 
· Consequently, they are at the core of operations management. Not surprisingly, process planning plays a key role in the ability of an organization to achieve its mission. 

· Process selection refers to the way an organization chooses to produce its goods or provide its services. 
· Essentially it involves the choice of technology and related issues, and it has major implications for capacity planning, layout of facilities, equipment, and design of work systems.
· Process selection occurs as a matter of course when new products or services are being planned. 
· However, it also occurs periodically due to technological changes in equipment. How an organization approaches process selection is determined by the organization’s process strategy. 
2.1 Types of Processes
All processes can be grouped into two broad categories: intermittent operations and repetitive operations. These two categories differ in almost every way. Once we understand these differences, we can easily identify organizations based on the category of process they use.
A. Intermittent Operations 
· Intermittent operations are used to produce a variety of products with different processing requirements in lower volumes. 
· Examples are an auto body shop, a tool and die shop, or a health-care facility.
·  Because different products have different processing needs, there is no standard route that all products take through the facility. Instead, resources are grouped by function and the product is routed to each resource as needed. 

· Think about a health-care facility. Each patient, “The product,” is routed to different departments as needed. One patient may need to get an X ray, go to the lab for blood work, and then go to the examining room. Another patient may need to go to the examining room and then to physical therapy.

· To be able to produce products with different processing requirements, intermittent operations tend to be labor intensive rather than capital intensive. 

· Workers need to be able to perform different tasks depending on the processing needs of the products produced. Often we see skilled and semiskilled workers in this environment with a fair amount of worker discretion in performing their jobs. 




· Workers need to be flexible and able to perform different tasks as needed for the different products that are being produced. Equipment in this type of environment is more general purpose to satisfy different processing requirements. Automation tends to be less common, because automation is typically product specific. Given that many products are being

· Produced with different processing requirements, it is usually not cost efficient to invest in automation for only one product type. 

· Finally, the volume of goods produced is directly tied to the number of customer orders.
B. Repetitive Operations 
· Repetitive operations are used to produce one or a few standardized products in high volume.
·  Examples are a typical assembly line, cafeteria, or automatic car wash. Resources are organized in a line flow to efficiently accommodate production of the product. 
· Note that in this environment it is possible to arrange resources in a line because there is only one type of product. 
· This is directly the opposite of what we find with intermittent operations.
· To efficiently produce a large volume of one type of product these, operations tend to be capital intensive rather than labor intensive.
·  An example is “mass production” operations, which usually have much invested in their facilities and equipment to provide a high degree of product consistency. 
· Often these facilities rely on automation and technology to improve efficiency and increase output rather than on labor skill. 
· The volume produced is usually based on a forecast of future demands rather than on direct customer orders. 
The most common differences between intermittent and repetitive operations relate to two dimensions:
(1) The amount of product volume produced, and (2) the degree of product standardization. 
· Product volume can range from making a single unique product one at a time to producing a large number of products at the same time. 
· Product standardization refers to a lack of variety in a particular product. 
2.2.1 The Continuum of Process Types 
Dividing processes into two fundamental categories of operations is helpful in our understanding of their general characteristics. To be more detailed, we can further divide each category according to product volume and degree of product standardization as follows. 
· Intermittent operations can be divided into project processes and batch processes.
· Repetitive operations can be divided into line processes and continuous processes. 
· Figure 2.3 shows a continuum of process types. Next we look at what makes these processes different from each other.
A. Project processes are used to make one-of-a-kind products exactly to customer specifications. These processes are used when there is high customization and low product volume, because each product is different. Examples can be seen in construction, shipbuilding, medical procedures, and creation of artwork, custom tailoring, and interior design. With project processes the customer is usually involved in deciding on the design of the product. The artistic baker you hired to bake a wedding cake to your specifications uses a project process.

B. Batch processes are used to produce small quantities of products in groups or batches based on customer orders or product specifications. They are also known as job shops. The volumes of each product produced are still small and there can still be a high degree of customization. Examples can be seen in bakeries, education, and printing shops. The classes you are taking at the university use a batch process.

C. Line processes are designed to produce a large volume of a standardized product for mass production. They are also known as flow shops, flow lines, or assembly lines. With line processes the product that is produced is made in high volume with little or no customization. Think of a typical assembly line that produces everything from cars, computers, television sets, shoes, candy bars, even food items.

D. Continuous processes operate continually to produce a very high volume of a fully standardized product. Examples include oil refineries, water treatment plants, and certain paint facilities. The products produced by continuous processes are usually in continual rather than discrete units, such as liquid or gas. They usually have a single input and a limited number of outputs. Also, these facilities are usually highly capital intensive and automated.

· Note that both project and batch processes have low product volumes and offer customization. The difference is in the volume and degree of customization. Project processes are more extreme cases of intermittent operations compared to batch processes.

· Also, note that both line and continuous processes primarily produce large volumes of standardized products. Again, the difference is in the volume and degree of standardization. Continuous processes are more extreme cases of high volume and product standardization than are line processes. 
Figure 2-3 positions these four process types along the diagonal to show the best process strategies relative to product volume and product customization. Companies whose process strategies do not fall along this diagonal may not have made the best process decisions. Bear in mind, however, that not all companies fit into only one of these categories: a company may use both batch and project processing to good advantage. For example, a bakery that produces breads, cakes, and pastries in batch may also bake and decorate cakes to order.
Figure 2-3: Types of processes based on product volume and product standardization
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2.3 Linking product Design and process selection
Decisions of product design and process selection are directly linked and cannot be made independently of one another. The type of product a company produces defines the type of operation needed. The type of operation needed, in turn, defines many other aspects of the organization. This includes how a company competes in the marketplace (competitive priorities), the type or equipment and its arrangement in the facility, the type of organizational structure, and future types of products that can be produced by the facility. Table 2-4 summarizes some key decisions and how they differ for intermittent and repetitive types of operations. Next we look at each of these decision areas.
Table 2-4: Differences in Key Organizational Decisions for Different Types of operations
	Decision 
	Intermittent operations 
	Repetitive operations

	Product design
	Early stage of product life cycle
	Later stage of product life cycle

	Competitive priorities 
	Delivery, flexibility, and quality
	Cost and quality

	Facility layout
	Resources grouped by function
	Resources arranged in a line

	Product  and service strategy 
	Make-to-order/ assemble-to-order
	Make-to-stock

	Vertical integration 
	Low
	High 



A. Product Design Decisions
Intermittent and repetitive operations typically focus on producing products in different stages of the product life cycle. Intermittent operations focus on products in the early stage of the life cycle because facilities are general purpose and can be adapted to the needs of the product. As products in the early stage of the life cycle are still being refined, intermittent operations are ideally suited for these types of products. Also, demand volumes for these products are still uncertain, and intermittent operations are designed to focus on producing lower volumes of products with differing characteristics.
Once a product reaches the later stages of the life cycle both its product features and its demand volume are predictable. As volumes are typically larger at this stage, a facility that is dedicated to producing a large volume of one type of product is best from both efficiency and cost perspectives. This is what a repetitive operation provides. Recall that repetitive operations are capital intensive, with much automation dedicated to the efficient production of one type of product. It would not be a good decision to invest such a large amount of resources for a product that is uncertain relative to its features or market. However, once a product is well defined with a sizable market, repetitive types of operations are a better business alternative. This is why repetitive operations tend to focus on products in the later stages of their life cycle.
B. Competitive priorities
The decision of how a company will compete in the marketplace its competitive priorities is largely affected by the type of operation it has in place. Intermittent operations are typically less competitive on cost than repetitive operations. The reason is that repetitive operations mass produce a large volume of one product. The cost of the product is spread over a large volume, allowing the company to offer that product at a comparatively lower price.
Think about the cost difference you would incur if you decided to buy a business suit “off the rack” from your local department store (produced by a repetitive operation) versus having it custom made by a tailor (an intermittent operation). Certainly a custom-made suit would cost considerably more. The same product produced by a repetitive operation typically costs less than one made by an intermittent operation. However, intermittent operations have their own advantages. Having a custom-made suit allows you to choose precisely what you want in style, color, texture, and fit. Also, if you were not satisfied you could easily return it for adjustments and alterations. Intermittent operations compete more on flexibility and delivery compared to continuous operations.
c. Facility Layout
Resources of intermittent operations are grouped based on similar processes or functions. There is no one typical product that is produced; rather, a large variety of items is produced in low volumes, each with its own unique processing needs. Since no one product justifies the dedication of an entire facility, resources are grouped based on their function. Products are then moved from resource to resource, based on their processing needs. The challenge with intermittent operations is to arrange the location of resources to maximize efficiency and minimize waste of movement. If the intermittent operation has not been designed properly, many products will be moved long distances. This type of movement adds nothing to the value of the product and contributes to waste. Any two-work centers that have much movement between them should be placed close to one another. However, this often means that another work center will have to be moved out of the way. This can make the problem fairly challenging.
Intermittent operations are less efficient and have longer production times due to the nature of the layout. Material handling costs tend to be high and resource scheduling is a challenge. Intermittent operations are common in practice. Examples include a doctor’s office or a hospital. Departments are grouped based on their function, with examining rooms in one area, lab in another, and X-rays in a third. Patients are moved from one department to another based on their needs. Another example is a bakery that makes custom cakes and pastries. The work centers are set up to perform different functions, such as making different types of dough, different types of fillings, and different types of icing and decorations. The product is routed to different workstations depending on the product requirements.
Repetitive operations have resources arranged in sequence to allow for efficient production of a standardized product. Since only one product or a few highly similar products are being produced, all resources are arranged to efficiently meet production needs. Examples are seen on an assembly line, in a cafeteria, or even a car wash. Numerous products, from breakfast cereals to computers, are made using repetitive operations.
Though repetitive operations have faster processing rates, lower material handling costs, and greater efficiency than intermittent operations, they also have their shortcomings. Resources are highly specialized and the operation is inflexible relative to the market. This type of operation cannot respond rapidly to changes in market needs for the products wanted or to changes in demand volume. The challenge is to arrange workstations in sequence and designate the jobs that will be performed by each to produce the product in the most efficient way possible. Figure 2-12 illustrates the differences in facility layout between intermittent and repetitive operation.
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Figure 2-12: Facility layouts for intermittent versus repetitive operations



  D.   Product and Service Strategy 
The type of operation a company has in place is directly related to its product and service strategy. As we learned earlier in this chapter in the example of Antonio’s Pizzeria, product and service strategies can be classified as make-to-stock, assemble-to-order, and make-to-order. These strategies differ by the length of their delivery lead time, which is the amount of time from when the order is received to when the product is delivered. These strategies also differ by the degree of product customization. Figure 2-13 illustrates these differences.
Make-to-stock is a strategy that produces finished products for immediate sale or delivery, in anticipation of demand. Companies using this strategy produce a standardized product in larger volumes. Typically this strategy is seen in repetitive operations. Delivery lead time is the shortest, but the customer has no involvement in product design. Examples include off-the-shelf retail apparel, soft drinks, standard automotive parts, or airline flights. A hamburger patty at a fast-food restaurant such as McDonald’s, Burger King, or Wendy’s is made-to-stock as is a taco at Taco Bell. As a customer you gain speed of delivery, but lose the ability to customize the product.
Assemble-to-order strategy, also known as build-to-order, produces standard components that can be combined to customer specifications. Delivery time is longer than in the make-to-stock strategy, but allows for some customization. Examples include computer systems, pre-fabricated furniture with choices of fabric colors, or vacation packages with standard options.
Make-to-order is a strategy used to produce products to customer specifications after an order has been received. The delivery time is longest and product volumes are low. Examples are custom-made clothing, custom-built homes, and customized professional services. Ordering a hamburger to your liking in a sit-down restaurant is another example of this strategy. This strategy is best for an intermittent operation.
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Figure 2-13: Product and Service strategy options
e. Degree of Vertical Integration 
The larger the number of processes performed by a company in the chain from raw materials to product delivery, the higher the vertical integration. Vertical integration is a strategic decision that should support the future growth direction of the company. Vertical integration is a good strategic option when there are high volumes of a small variety of input materials, as is the case with repetitive operations. The reason is that the high volume and narrow variety of input material allows task specialization and cost justification. An example is Sugar factories in Ethiopia, which owns and controls most of its canned pineapple production from pineapple farms to the processing plant. The company has chosen to be vertically integrated so as to have greater control of costs and product quality.
It is typically not a good strategic decision to vertically integrate into specialized processes that provide inputs in small volumes. This would be the case for intermittent operations. For example, let’s consider a bakery that makes a variety of different types of cakes and pies. Maybe the bakery purchases different fillings from different sources, such as apple pie filling from one company, chocolate filling from another and cream filling from a third. If the company were to purchase production of the apple filling, it would not gain much strategically because it still relies on other suppliers. In this case outsourcing may be a better choice. However, if the bakery shifted its production to only making apple pies, then the vertical integration might be a good choice. 
In summary, vertical integration is typically a better strategic decision for repetitive operations. For intermittent operations, it is generally a poor strategic choice.
                                            Part III
                                 Capacity Planning 
     3.1 Meaning of capacity 
Capacity issues are important for all organizations, and at all levels of an organization. Capacity refers to an upper limit or ceiling on the load that an operating unit can handle. The operating unit might be a plant, department, machine, store, or worker. The capacity of an operating unit is an important piece of information for planning purposes: It enables managers to quantify production capability in terms of inputs or outputs, and thereby make other decisions or plans related to those quantities. 
Capacity can also be defined as the maximum output rate that can be achieved by a facility. The facility may be an entire organization, a division, or only one machine.

Capacity planning is the process of establishing the output rate that can be achieved by a facility. If a company does not plan its capacity correctly, it may find that it either does not have enough output capability to meet customer demands or has too much capacity sitting idle.

3.2 Importance of Capacity Decisions
 For a number of reasons, capacity decisions are among the most fundamental of all the design decisions that managers must make. 
1. Capacity decisions have a real impact on the ability of the organization to meet future demands for products and services; capacity essentially limits the rate of output possible. Having capacity to satisfy demand can allow a company to take advantage of tremendous opportunities. 
2. Capacity decisions affect operating costs. Ideally, capacity and demand requirements will be matched, which will tend to minimize operating costs. In practice, this is not always achieved because actual demand either differs from expected demand or tends to vary (e.g., cyclically). In such cases, a decision might be made to attempt to balance the costs of over- and under capacity. 
3. Capacity is usually a major determinant of initial cost. Typically the greater the capacity of a productive unit, the greater its cost. This does not necessarily imply a one-for-one relationship; larger units tend to cost proportionately less than smaller units. 
4. Capacity decisions often involve long-term commitment of resources and the fact that, once they are implemented, it may be difficult or impossible to modify those decisions without incurring major costs. 
5. Capacity decisions can affect competitiveness. If a firm has excess capacity, or can quickly add capacity, that fact may serve as a barrier against entry by other firms. 

3.3 Measuring Capacity 
Although our definition of capacity seems simple, there is no one way to measure it. Different people have different interpretations of what capacity means, and the units of measurement are often very different. The following table shows some examples of how capacity might be measured by different organizations.

	Table 4-2: Measures of capacity

	Business 
	Inputs 
	Outputs 

	Auto manufacturing 
	Labor hours, machine hours 
	Number of cars per shift 

	Hospital
	Available beds per month
	Number of patients per month 

	Oil refinery 
	Refinery size 
	Gallons of fuel per day 

	Pizza parlor 
	Workers hours per day
	Number of pizzas per day  

	Restaurant 
	Number of tables, seating capacity 
	Number of meals served per day 

	Theater 
	Number of seats 
	Number of tickets sold per performance 

	Retail sales 
	Square feet of floor space 
	Revenue generated per day 



Up to this point, we have been using a working definition of capacity. Although it is functional, it can be refined into two useful definitions of capacity: 
1. Design capacity is the maximum output rate that can be achieved by a facility under ideal conditions. Design capacity can be sustained only for a relatively short period of time. A company achieves this output rate by using many temporary measures, such as overtime, overstaffing, maximum use of equipment, and subcontracting.
2. Effective capacity is the maximum output rate that can be sustained under normal conditions. These conditions include realistic work schedules and breaks, regular staff levels, scheduled machine maintenance, and none of the temporary measures that are used to achieve design capacity. Note that effective capacity is usually lower than design capacity.
Measuring Effectiveness of Capacity Use Regardless of how much capacity we have, we also need to measure how well we are utilizing it. Capacity utilization simply tells us how much of our capacity we are actually using. Capacity utilization can simply be computed as the ratio of actual output over capacity:

      Utilization = 
       Utilization design = 
       Utilization effective = 
Activity 
1. Determine the utilization and the efficiency for each of these situations:
1. A loan processing operation that processes an average of 7 loans per day. The operation has a design capacity of 10 loans per day and an effective capacity of 8 loans per day.
1. A furnace repair team that services an average of four furnaces a day if the design capacity is six furnaces a day and the effective capacity is five furnaces a day.
1. Would you say that systems that have higher efficiency ratios than other systems will always have higher utilization ratios than those other systems? Explain.

3.4 Capacity considerations 
Important implications of capacity that a company needs to consider when changing its capacity are discussed in this section.

Economies of scale: A condition in which the average cost of a unit produced is reduced as the amount of output is increased. The more units are produced, the larger the number of units over which costs can be spread that is, the greater the economies of scale.

Best operating level The volume of output that results in the lowest average unit cost. As the number of units produced is increased, the average cost per unit drops. The reason is that when a large amount of goods is produced, the costs of production are spread over that large volume. These costs include the fixed costs of buildings and facilities, the costs of materials, and processing costs.

Diseconomies of scale: A condition in which the cost of each additional unit made increases. Diseconomies of scale occur at a point beyond the best operating level, when the cost of each additional unit made increases.

   3.5 Making a capacity planning decision 
The three-step procedure for making capacity planning decisions is as follows:
Step 1:  Identify Capacity Requirements 
The first step is to identify the levels of capacity needed by the company now, as well as in the future. A company cannot decide whether to purchase a new facility without knowing exactly how much capacity it will need in the future. It also needs to identify the gap between available capacity and future requirements.
Factors affecting capacity requirement 
In the time of making capacity planning decision we must consider three factors 
Forecasting Capacity:  Capacity requirements are identified on the basis of forecasts of future demand.

Capacity cushion Additional capacity added to regular capacity requirements to provide greater flexibility. A capacity cushion is an amount of capacity added to the needed capacity in order to provide greater flexibility. Capacity cushions can be helpful if demand is greater than expected.

Strategic Implications:  Finally, a company needs to consider how much capacity its competitors are likely to have. Capacity is a strategic decision, and the position of a company in the market relative to its competitors is very much determined by its capacity. At the same time, plans by all major competitors to increase capacity may signal the potential for overcapacity in the industry. Therefore, the decision as to how much capacity to add should be made carefully.

Step 2 develop capacity alternatives 
Once a company has identified its capacity requirements for the future, the next step is to develop alternative ways to modify its capacity. One alternative is to do nothing and reevaluate the situation in the future. With this alternative, the company would not be able to meet any demands that exceed current capacity levels. Choosing this alternative and the time to reevaluate the company’s needs is a strategic decision. The other alternatives require deciding whether to purchase one large facility now or add capacity incrementally, as discussed earlier in the chapter.
Capacity Alternatives: 1. Do nothing
                                     2. Expand large now
                                     3. Expand small now, with option to add later
Step 3 Evaluate capacity alternatives 
There are a number of tools that we can use to evaluate our capacity alternatives. Recall that these tools are only decision-support aids. Ultimately, managers have to use many different inputs, as well as their judgment, in making the final decision. One of the most popular of these tools is the decision tree. In the next section we look more closely at how decision trees can be helpful to managers at this stage.
Decision tree: Modeling tool used to evaluate independent decisions that must be made in sequence. It is a diagram that models the alternatives being considered and the possible outcomes. Decision trees help by giving structure to a series of decisions and providing an objective way of evaluating alternatives. 
     Decision trees contain the following information:
· Decision points. These are the points in time when decisions, such as whether or not to expand, are made. They are represented by squares, called “nodes.”
· Decision alternatives. Buying a large facility and buying a small facility are two decision alternatives. They are represented by “branches” or arrows leaving a decision point.
· Chance events. These are events that could affect the value of a decision. For example, demand could be high or low. Each chance event has a probability or likelihood of occurring. For example, there may be a 60 percent chance of high demand and a 40 percent chance of low demand. Remember that the sum of the probabilities of all chances must add up to 100 percent. Chance events are “branches” or arrows leaving circular nodes.
· Outcomes. For each possible alternative an outcome is listed. In our example, that may be expected profit for each alternative (expand now or later) given each chance event (high demand or low demand).These diagrams are called decision trees because the diagram of the decisions resembles a tree.
Developing and Evaluating Capacity Alternatives
Aside from the general considerations about the development of alternatives (i.e., conduct a reasonable search for possible alternatives, consider doing nothing, take care not to overlook non-quantitative factors), some specific considerations are relevant to developing capacity alternatives. The considerations to be discussed in this section include the following:

 Qualitatively
1. Design flexibility into systems. The long-term nature of many capacity decisions and the risks inherent in long-term forecasts suggest potential benefits from designing flexible systems. For example, provision for future expansion in the original design of a structure frequently can be obtained at a small price compared to what it would cost to remodel an existing structure that did not have such a provision.
2. Take a "big picture" approach to capacity changes. A consideration for managers contemplating capacity increases is whether the capacity is for a new product or service, or a mature one. Mature products or services tend to be more predictable in terms of capacity requirements, and they may have limited life spans. The predictable demand pattern means less risk of choosing an incorrect capacity, but the possible limited life span of the product or service may necessitate finding an alternate use for the additional capacity at the end of the life span. New products tend to carry higher risk because of the uncertainty often associated with predicting the quantity and duration of demand. That makes flexibility appealing to managers.
3. Prepare to deal with capacity "chunks." Capacity increases are often acquired in fairly large chunks rather than smooth increments, making it difficult to achieve a match between desired capacity and feasible capacity. For instance, the desired capacity of a certain operation may be 55 units per hour; but suppose that machines used for this operation are able to produce 40 units per hour each. One machine by itself would cause capacity to be 15 units per hour short of what is needed, but two machines would result in an excess capacity of 25 units per hour.
4. Identify the optimal operating level. Production units typically have an ideal or optimal level of operation in terms of unit cost of output. At the ideal level, cost per unit is the lowest for that production unit; larger or smaller rates of output will result in a higher unit cost. The figure below illustrates this concept. 
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The explanation for the shape of the cost curve is that at low levels of output, the costs of facilities and equipment must be absorbed (paid for) by very few units. Hence, the cost per unit is high. As output is increased, there are more units to absorb the "fixed" cost of facilities and equipment, so unit costs decrease. A firm realizes economies of scale as long as each successive unit is produced at a lower cost than it preceding unit.  
However, beyond a certain point (the optimal operating level), unit costs will start to rise even though the fixed costs are spread over even more and more units. The very causes for such average cost increment include  worker fatigue and reduced morale, equipment breakdowns, the loss of flexibility, which leaves less of a margin for error, greater difficulty in coordinating operations, difficulty in scheduling, damaged goods, and increased use of overtime. Production of each successive unit beyond the optimum operating unit at a higher cost than the cost at which each preceding unit is produced is also what we call diseconomies of scale. 
Both optimal operating rate and the amount of the minimum cost tend to be a function of the general capacity of the operating unit. For example, as the general capacity of a plant increases, the optimal output rate increases and the minimum cost for the optimal rate decreases. Thus, larger plants tend to have higher optimal output rates and lower minimum costs than smaller plants. Figure 4-2 illustrates these points.
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The larger the size of the plant, the greater is also the optimum operating output rate and the smaller is the average cost at this output rate i.e.  <      and C1 > C2 > C3 which are the average cost per units at the optimum operating levels of small plant, medium plant, and large plant respectively. 
4.2.6.2. Quantitatively
An organization needs to examine alternatives for future capacity from a number of different perspectives. Most obvious are economic considerations: Will an alternative be economically feasible? How much will it cost? How soon can we have it? What will operating and maintenance costs be? What will its useful life be? Will it be compatible with present personnel and present operations?
A number of techniques are useful for evaluating capacity alternatives from an economic standpoint. Some of the more common are cost-volume analysis, financial analysis, decision theory, and waiting-line analysis. 
1. Cost-Volume Analysis
 Cost-volume analysis, also called Break-Even Analysis, focuses on relationships between cost, revenue, and volume of output. The purpose of cost-volume analysis is to estimate the income of an organization under different operating conditions. It is particularly useful as a tool for comparing capacity alternatives.
Use of the technique requires identification of all costs related to the production of a given product. These costs are then assigned to fixed costs or variable costs. Fixed costs tend to remain constant regardless of volume of output. Examples include rental costs, property taxes, equipment costs, heating and cooling expenses, and certain administrative costs. Variable costs vary directly with volume of output. The major components of variable costs are generally materials and labor costs. We will assume that variable cost per unit remains the same regardless of volume of output.
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The variable assuming the horizontal axis is volume of output in units and the vertical line represents corresponding dollar value of sales.  
BEP units = break-even units 
Assumptions of Cost-Volume Analysis:
1. One product is involved
2. Everything produced can be sold
3. Variable cost per unit is the same regardless of volume
4. Fixed costs do not change with volume
5. Revenue per unit is constant with volume
6. Revenue per unit exceeds variable cost per unit

Example
Publishing company intends to publish a book in residential landscaping.  Fixed cost is $125,000 per year, variable cost per unit is $32, and selling price per unit is $42.

A) How many units must be sold per year to break even?
 B) How much annual revenue is required to break even? 
 C) If annual sales are 20,000 units, what are the annual profits?
 D) What variable cost per unit would result in $100,000 annual profits if annual sales are 20,000 units?
 2. Decision Trees Approach 
Decision tree is a quantitative technique evaluating alternatives and structures a complex and multiphase decisions by showing:
· The decisions that must be made (the candidate alternatives available)
· The sequence in which the decisions must occur
· The interdependence among the decisions (shows main branches and sub-branches  
It allows objective evaluation of alternatives incorporates uncertainty and develops expected (anticipated) values or payoffs.

Example:
Rafi Café is about to build a new restaurant.  An architect has developed three building designs, each with a different seating capacity.  Rafi estimates that the average number of customers per hour will be 80, 100, or 120 with respective probabilities of 0.4, 0.2, and 0.4.  The payoff table showing the profits for the three designs is depicted as below:   

Pay off table:
		Design
Capacity

	Anticipated Volume of profits  for the Average Number of Customers Per Hour of:

	
	C1=80
	C2 =100
	C3 = 120

	A
	$10,000
	$15,000
	$15,000

	B
	$18,000
	$18,000
	$12,000

	C
	$6,000
	$16,000
	$21,000

	T                     o                     t                        a                        l



Required:
Depending on the information provided above, and using a decision tree approach, calculate the different facility alternatives’ expected values and select the best alternative

3. Financial Analysis  
I. Net Present Value (NPV): is the difference between the sum of the present value of all the series of future cash flows of an investment proposal of a specific facility with a specific production capacity and the present value of the investment on it. Net present value summarizes the initial cost of an investment, its estimated annual cash flows, and any expected salvage value in a single value called the equivalent current value, taking into account the time value of money. 

Under the net present value method, cash inflows are discounted to their present value and then compared with the capital outlay required by the investment. The interest rate used in discounting the future cash inflows is the required minimum rate of return. A proposal is acceptable when its NPV is zero or positive and the higher the positive NPV, the more attractive is the investment. In situations where there are two or more capacity alternatives, all with positive NPV, the one with the highest net present value is selected provided that they are exclusive to each other. 

PV=

Where t=1, 2, 3, 4…n
And n is the number of years 
FV= the amount of cash flow at the end of the ith year.
r = the required rate of return or simply the discount rate. 
PV= the present value of all the series of annual cash inflows for n years
Exercise 
Assuming that the company requires a minimum return of 12% and depending on the information given in the table below, evaluate the two capacity alternatives using the NPV method and comment which one is economically better.

	Capacity Alternative-I
	Capacity Alternative-II

	Cash Flow
	Year
	PV factor
(PV of Birr 1)
	Present
Value
	Cash Flow
	Year
	Present Value =


	(130,000)
	0
	1
	($130,000)
	($130,000)
	0
	
PV= 
Where R is the amount of the annuity i.e. the regular amount of the income ($26,000 in this case).

	36,000
	1
	0.893
	32,148
	26,000
	1
	

	32,000
	2
	0.797
	25,504
	26,000
	2
	

	29,000
	3
	0.712
	20,648
	26,000
	3
	

	27,000
	4
	0.636
	17,172
	26,000
	4
	

	a26,000
	5
	0.567
	14,742
	26,000
	5
	

	24,000
	6
	0.507
	12,168
	26,000
	6
	

	23,000
	7
	0.452
	10,396
	26,000
	7
	

	22,000
	8
	0.404
	8,888
	26,000
	8
	

	21,000
	9
	0.361
	7,581
	26,000
	9
	

	20,000
	10
	0.322
	6,440
	26,000
	10
	

	PV
	$155,687
	
	
	$146,906

	NPV
	$25,687
	
	
	$16,906


 
The net value of the first alternative is greater than that of the second alternative and, thus, the former one is better. 


	                           Part IV    Facility location and layout
         4.1 Facility location 
· Facility location is determining the best geographic location for a company’s facility.
· Facility location decisions are particularly important for two reasons. 
· First, they require long-term commitments in buildings and facilities, which means that mistakes can be difficult to correct. 
· Second, these decisions require sizable financial investment and can have a large impact on operating costs and revenues. 
· Poor location can result in high transportation costs, inadequate supplies of raw materials and labor, loss of competitive advantage, and financial loss. Businesses therefore have to think long and hard about where to locate a new facility.

· In most cases, there is no one best location for a facility. Rather, there are a number of acceptable locations.

·  One location may satisfy some factors whereas another location may be better for others. If a new location is being considered in order to provide more capacity, the company needs to consider options such as expanding the current facility if the current location is satisfactory. 

4.1.1 Factors affecting location decisions 
The main factors that affect location decisions are presented as follows 
 Proximity to Sources of Supply
· Many firms need to locate close to sources of supply. The reasons for this can vary. In some cases, the firm has no choice, such as in farming, forestry, or mining operations, where proximity to natural resources is necessary.
· In other cases, the location may be determined by the perishable nature of goods, such as in preparing and processing perishable food items
· Another reason to locate close to sources of supply is to avoid high transportation costs for example, if a firm’s raw materials are much bulkier and costlier to move than the finished product. Transporting the finished product outbound is less costly than transporting the raw materials inbound, and the firm should locate closer to the source of supply. 
 Proximity to Customers 
· Locating near the market they serve is often critical for many organizations, particularly service firms. To capture their share of the business, service firms need to be accessible to their customers. For this reason, service firms typically locate in high-population areas that offer convenient access. Examples include retail stores, fast-food restaurants, gas stations, grocery stores, dry cleaners, and flower shops. Large retail firms often locate in a central area of the market they serve.

· Smaller service firms usually follow the larger retailers because of the large number of the customers they attract. The smaller firms can usually count on getting some of the business Other reasons for locating close to customers may include the perishable nature of the company’s products or high costs of transportation to the customer site. 

     Proximity to Source of Labor
· Proximity to an ample supply of qualified labor is important in many businesses, especially those that are labor intensive. The company needs to consider the availability of a particular type of labor and whether special skills are required. 
· Some companies, such as those looking for assembly-line workers, want to be near a supply of blue-collar labor. Other companies may be looking for computer or technical skills and should consider locating in areas with a concentration of those types of workers.
·  Other factors that should be considered are local wage rates, the presence of local unions, and attitudes of local workers. 

Community Considerations 
· The success of a company at a particular location can be affected by the extent to which it is accepted by the local community. 
· Many communities welcome new businesses, viewing them as providing sources of tax revenues and opportunities for jobs, and as contributing to the overall well-being of the community. 
· However, communities do not want businesses that bring pollution, noise, and traffic and that lower the quality of life.
   Quality-of-Life Issues 
· Another important factor in location decisions is the quality of life a particular location offers the company’s employees. This factor can also become important in the future when the business is recruiting high-caliber employees. 
· Quality of life includes factors such as climate, a desirable lifestyle, good schools, and a low crime rate. Certainly, quality of life would not be considered the most critical factor in selecting a location. However, when other factors do not differ much from one location to another, quality of life can be the decisive factor.

        Other Considerations 
· In addition to the factors discussed so far, there are others that companies need to consider. They include room for customer parking, visibility, customer and transportation access, as well as room for expansion. 
· Room for expansion may be particularly important if the company has decided to expand now and possibly expand further at a later date. 
· Other factors include construction costs, insurance, local competition, local traffic and road congestion, and local ordinances.

4.3 Making location decision 
As with capacity planning, managers need to follow a three-step procedure when making facility location decisions. These steps are as follows:
Step 1 Identify Dominant Location Factors:  In this step managers identify the location factors that are dominant for the business. This requires managerial judgment and knowledge.
Step 2 Develop Location Alternatives: Once managers know what factors are dominant, they can identify location alternatives that satisfy the selected factors. 
Step 3 Evaluate Location Alternatives: After a set of location alternatives have been identified, managers evaluate them and make a final selection. This is not easy because one location may be preferred based on one set of factors, whereas another may be better based on a second set of factors.
Factor rating:  A procedure that can be used to evaluate multiple alternative locations based on a number of selected factors.
The following steps are used to develop a factor rating:
Step 1 Identify dominant factors (e.g., proximity to market, access, competition, quality of life).
Step 2 Assign weights to factors reflecting the importance of each factor relative to the other factors. The sum of these weights must be 100.

Step 3 Select a scale by which to evaluate each location relative to each factor. A commonly used scale is a five-point scale, with 1 being poor and 5 excellent.

Step 4 Evaluate each alternative relative to each factor, using the scale selected in Step 3. For example, if you chose to use a five-point scale, a location that was excellent based on quality of life might get a 5 for that factor.

Step 5 For each factor and each location, multiply the weight of the factor by the score for that factor and sum the results for each alternative. This will give you a score for each alternative based on how you have rated the factors and how you have weighted each of the factors at each location.

Step 6 Select the alternative with the highest score.  

Example 
Mr. X is evaluating three different locations for his new restaurant. Costs are comparable at all three locations. He has identified seven factors that he consider important and has decided to use factor rating to evaluate his three location alternatives based on a five point scale, with 1 being poor and 5 excellent. The overall information’s are provided as follows.

	         
     Factor 
	
 Factor  weight 
	  
Factor score at each location 

Location 1   Location 2    Location 3
	         Solution
Weighted score for each location 
 (Factor weight x Factor score)
Location 1   Location 2   Location 3  

	 Appearance
	20
	5
	3
	2
	100
	60
	40

	Ease of expansion 
	10
	4
	4
	2
	40
	40
	20

	Proximity to market 
	20
	2
	3
	5
	40
	60
	100

	Customer parking 
	15
	5
	3
	3
	75
	45
	45

	Access
	15
	5
	2
	3
	75
	30
	45

	Competition 
	10
	2
	4
	5
	20
	40
	50

	Labor supply 
	10
	3
	3
	4
	30
	30
	40

	Total 
	100
	-
	-
	-
	  380
	305
	340


             
Decision:  Based on the above calculation location 1 is better for Mr. X restaurant because it has highest score i.e 380 as compared to location 2 and 3 i.e 305 and 340 respectively
       Problem 1:

A major drug store chain wishes to build a new warehouse to serve the whole Ethiopia. At the moment, it is looking at three possible locations. The factors, weights, and ratings being considered are given below:

	
	
	Ratings

	Factor
	Weights
	Hawasa
	Mekele
	Adama

	Nearness to markets
	20
	4
	7
	5

	Labor cost
	5
	8
	8
	4

	Taxes
	15
	8
	9
	7

	Nearness to suppliers
	10
	10
	6
	10



            Discussion questions 
1. “Raw materials, market, competitive pressures, and labor are important regional factors for plant location,” discuss.
 2. How can community play a vital role in site selection? Explain. 
3. Name a region, a community and a site that will be important locations for specific plants.          

 4.2 Facility layout 
· Facility layout decision entails determining the placement of departments, workstations, machines, and stockholding points within a productive facility. 
· The general objective of layout decision is to ensure a smooth flow of work, material, people, and information through the system.
Layout decisions are important for three basic reasons: 
       (1) They require substantial investments of money and effort,
       (2) They involve long-term commitments, which make mistakes difficult to overcome, and 
       (3) They have a significant impact on the cost and efficiency of short-term operations.

                 4.2.1 The Need for Layout Decisions 
The need for layout planning arises both in the process of designing new facilities and in redesigning existing facilities. The most common reasons for redesign of layouts include:
 1. Inefficient operations (e.g., high cost, bottlenecks). 
2. Accidents or safety hazards.
 3. Changes in the design of products or services.
 4. Introduction of new products or services. 
5. Changes in the volume of output or mix of outputs. 
6. Changes in methods or equipment. 
7. Changes in environmental or other legal requirements.
 8. Morale problems (e.g., lack of face-to-face contact).

 4.2.2 Strategic importance of layout decisions 
An effective layout can help a firm to achieve the following: 
1. Higher utilization of space, equipment, and people.
2. More convenience to the customer. 
3. Improved employee morale and safer working conditions
4. Minimize material handling costs
5. Eliminate bottlenecks
6. Facilitate communication and interaction between workers, between  workers   and supervisors ,or between workers and customers 
7. Reduce manufacturing cycle time and customer service time 
8. Eliminate wastage or redundant movement
9. Facilitate the entry, exit , and placement of material, products , and people
10. Incorporate safety and security measures
11. Encourage proper maintenance activities
12. Provide a visual control of activities
13. Provide flexibility to adapt to changing conditions and Increase capacity

           4.2.3 Types of layouts
There are four basic layout types: process, product, hybrid, and fixed position. In this section we look at the basic characteristics of each of these types. Then we examine the details of designing some of the main types.
A. Process layouts 
Process layouts: are layouts that group resources based on similar processes or functions. This type of layout is seen in companies with intermittent processing systems.
· You would see a process layout in environments in which a large variety of items are produced in a low volume. 
· Since many different items are produced, each with unique processing requirements, it is not possible to dedicate an entire facility to each item. 
· It is more efficient to group resources based on their function. The products are then moved from one resource to another, based on their unique needs.
· The challenge in process layouts is to arrange resources to maximize efficiency and minimize waste of movement. If the process layout has not been designed properly, many products will have to be moved long distances, often on a daily basis.

· Process layouts are very common. A hospital is an example of process layout. Departments are grouped based on their function, such as cardiology, radiology, laboratory, oncology, and pediatrics. The patient, the product in this case, is moved between departments based on his or her individual needs.

·  A university is another example. Colleges and departments are grouped based on their function. You, the student, move between departments based on the unique program you have chosen.
      Advantage of process layout
· Flexibility of equipment and labor assignment 
· Breakdown of one machine does not stop the whole process 
Disadvantage of process layout
· Orders take more time and money 
· High labor skill increases required level of training and experience

Recall that process layouts are designed to produce many different items, often to customer specifications. To achieve this goal they have certain unique characteristics:
1. Resources used are general purpose. The resources in a process layout need to be capable of producing many different products.
2. Facilities are less capital intensive. Process layouts have less automation, which is typically devoted to the production of one product.
3. Facilities are more labor intensive. Process layouts typically rely on higher-skilled workers who can perform different functions.
4. Resources have greater flexibility. Process layouts need to have the ability to easily add or delete products from their existing product line, depending on market demands.
5. Processing rates are slower. Process layouts produce many different products, and there is greater movement between workstations. Consequently, it takes longer to produce a product.
6. Material handling costs are higher. It costs more to move goods from one process to another.
7. Scheduling resources is more challenging. Scheduling equipment and machines is particularly important in this environment. If it is not done properly, long waiting lines can form in front of some work centers while others remain idle.
8. Space requirements are higher. This type of layout needs more space due to higher inventory storage needs.
· Improper design of process layouts can result in costly inefficiencies, such as high material handling costs. A good design can help bring order to an environment that might otherwise be very chaotic.

B. Product Layouts
Product layouts are layouts that arrange resources in a straight-line fashion to promote efficient production. 
· They are called product layouts because all resources are arranged to meet the production needs of the product. 
· This type of layout is used by companies that have repetitive processing systems and produce one or a few standardized products in large volume.

· Examples of product layouts are seen on assembly lines, in cafeterias, or even at a car wash. In product layouts the material moves continuously and uniformly through a series of workstations until the product is completed. 

· The challenge in designing product layouts is to arrange workstations in sequence and designate the jobs that will be performed by each station in order to produce the product in the most efficient way possible.

Advantage of product layout 
· High rate of output
· Low unit due to high volume 
· Labor specialization reduces training costs and time
· High utilization of labor and equipment 
         Disadvantage of product layout 
· Poorly skilled workers exhibit little interests in maintaining equipment or in the quality of output  
· The system is inflexible in response to changes in the volume of output or changes in product or process design. 
 
Remember that product layouts are designed to produce one type or just a few types of products in high volume. Product layouts have the following characteristics:
1. Resources are specialized. Product layouts use specialized resources designed to produce large quantities of a product.
2. Facilities are capital intensive. Product layouts make heavy use of automation, which is specifically designed to increase production.
3. Processing rates are faster. Processing rates are fast, as all resources are arranged in sequence for efficient production.
4. Material handling costs are lower. Due to the arrangement of work centers in close proximity to one another, material handling costs are significantly lower than for process layouts.
5. Space requirements for inventory storage are lower. Product layouts have much faster processing rates and less need for inventory storage.
6. Flexibility is low relative to the market. Because all facilities and resources are specialized, product layouts are locked into producing one type of product. They cannot easily add or delete products from the existing product line.
The differences between process and product layouts
	                 Process layouts
	                Product layout

	· Able to produce a large number of different product 
	· Able to produce a small number of products efficiently 

	· Resource used are general purpose 
	· Resource used are specialized  

	· Facilities are more labour intensive 
	· Facilities are more capital intensive 

	· Greater flexibility relative to the market 
	· Low flexibility relative to the market 

	· Slower processing rate 
	· Processing rates are faster 

	· High material handling cost 
	· Lower material handling cost 

	· Higher space requirements 
	· Lower space requirements 



C. Combination (hybrid) layout 
Hybrid layouts combine aspects of both process and product layouts. This is the case in facilities where part of the operation is performed using an intermittent processing system and another part is performed using a continuous processing system.
D. Fixed-position layout
Fixed-position layout is used when the product is large and cannot be moved due to its size.
· All the resources for producing the product including equipment, labor, tools, and all other resources have to be brought to the site where the product is located. 

· Examples of fixed-position layouts include building construction, dam or bridge construction, shipbuilding, or large aircraft manufacture. The challenge with a fixed-position layout is scheduling different work crews and jobs and managing the project.
Designing product layout 
Recall that product layouts arrange resources in sequence so that the product can be made as efficiently as possible. This type of layout is used in repetitive processing systems that produce a large volume of one standardized product.

Line balancing - the process of assigning tasks to workstations in a product layout in order to achieve a desired output and balance the workload among stations.

              Steps in assembly line balancing
Step 1 Specify the sequential relationships among tasks using a precedence diagram. The diagram consists of circles and arrows. Circles represent individual tasks; arrows indicate the order of task performance.  
Step 2 Determine output rate 

        Maximum production =           

Step 3 Determine the required cycle time (C), using the following formula: 

C =           
Step 4 Determine the theoretical minimum number of workstations (Nt) required to satisfy  the cycle time constraint, using the following formula: 

	     		
Step 5 Evaluate the efficiency of the balance derived using the formula:

	Efficiency =  






Example 
An assembly line must be designed to produce 100 units.  The tasks and required time are provided as follows: 
	Task 
	Time (minute) 
	Predecessors 

	A
	2
	None

	B
	1
	A

	C
	3.25
	None

	D
	1.2
	A,C

	E
	0.5
	D

	F
	1
	E

	G
	1
	B

	H
	1.4
	F,G



                     Solution 
Step 1 Draw the precedence diagram 
[image: ]
Step 2 Determine Maximum output rate 
[image: ]

Maximum production =           
Production time per day = 7 hrs x 60 minute = 420 minutes 
Bottleneck time: the longest task in the process i.e 3.25 (task C) 

Maximum production =           
Step 3 Determine the cycle time 


     C =            C =     = 4.2 minute/ unit    
Step 4 Determine the theoretical minimum number of workstations (Nt) 


            = 2.702 round up to 3 
Step 5 Evaluate the efficiency of the balance derived using the formula:


Efficiency =    
         or 90 % of efficiency. 
workout:
A firm must produce 40 units/day during an 8-hour workday. Tasks, times, and predecessor activities are given below.

	Task
	Time (Minutes)
	Predecessor(s)

	A
	2
	-

	B
	2
	A

	C
	8
	-

	D
	6
	C

	E
	3
	B

	F
	10
	D, E

	G
	4
	F

	H
	3
	G

	Total
	38 minutes
	


		
Determine the cycle time and the appropriate number of workstations to produce the 40 units per day.
1 Draw the precedence diagram
2. Determine the theoretical minimum number of workstations (Nt)
3. Evaluate the efficiency of the balance




[bookmark: _Toc395109069]CHAPTER THREE PART FIVE
[bookmark: _Toc395109070]JOB DESIGN AND WORK MEASUREMENT
Objectives
· To explain the importance of job design
· To discuss the advantages and disadvantages of specialization
· To describe the four common techniques for motion study
· To properly define a standard time
· To describe and compare time study methods and  perform calculations
· To describe work sampling and perform calculations
· To compare stopwatch time study and work sampling 

[bookmark: _Toc395109071]13.1. Job Design
Job design may be defined as the function of specifying the work activities of an individual or group in an organizational setting. It can also be defined as the set of tasks and responsibilities of a worker. These tasks and responsibilities, along with performance expectations, work conditions (time and place of work), general skills, and methods possibly to be used, are normally contained in a written job description. There is no simple formula for designing jobs that will best fit a production system. The number of variables controlled by the job designer and the number of corresponding trade-offs are enormous. However, the tasks to be done, the training provided, the tools available for use, the organization of personnel (in terms of alone), the design of the work area, and the compensation system all affect the contribution employees will make to the system. 
The objective of job design is to develop job structures that meet the requirements of the organization and its technology and that satisfy the job holder’s personal and individual requirements. 
[bookmark: _Toc395109072]13.1.1. Job Design Decisions
Job design decisions are decisions made to develop the overall structure of a job. Job design decisions address specific questions regarding who is to do the job, what tasks and task elements are to be done, where and when the tasks are to be done, why each of the tasks are to be done and how the tasks are going to be done. 
Figure 13.1. Job Design Decisions
[image: ]

[bookmark: _Toc395109073]13.1.2. Behavioral Considerations in Job Design
1. Degree of Labor Specialization
Specialization of labor is the two-edged sword of job design. On one hand, specialization has made possible high speed, low cost production, and from a materialistic standpoint, it has greatly enhanced our standard of living. On the other hand, extreme specialization (as we see in mass-production industries) often has serious adverse effects on workers, which in turn are passed on the production systems. In essence, the problem is to determine how much specialization is enough and this necessitates understanding the advantages and disadvantages of labor specialization.


Advantages and Disadvantages of Labor Specialization
	Advantages


	To Management
	To Labor

	Rapid raining of the workforce
	i. Little or no education required to obtain work

	Ease in recruiting new workers
	ii. ease in learning job

	High output due to simple, repetitive work.
	

	Low wages due to ease of substitutability of labor
	

	Close control over work flow and workloads
	

	
Disadvantages 


	To Management 
	To Labor 

	Difficulty in controlling quality because no one has responsibility for entire product
	Boredom stemming from repetitive nature of work

	Worker dissatisfaction leading to hidden costs arising from turnover, absenteeism, tardiness, grievances and intentional disruption of production process
	Little gratification from work itself because of small contribution to each item 


	
	Little or no control over the work place, leading to frustration and fatigue ( in assembly line situations)

	
	Little opportunity to progress to a better job.



Recent research suggests that the disadvantage dominate the advantages much more commonly than was thought in the past. However, simply stating that, for purely humanitarian reasons, specialization should be avoided is risky. The reason, of course, is that people differ in what they want from their work and what they are willing to put into it. Some workers prefer not to make decisions about their work, some like to daydream on the job, and others are simply not capable of performing more complex work. To improve the quality of jobs, leading organizations try different approaches to job design. Two popular contemporary approaches are job enrichment and socio-technical systems. 

1. Job Enrichment 
Job enlargement is a “horizontal” expansion of jobs and generally entails adjusting a specialized job to make it more interesting to the job holder. A job is said to be enlarged horizontally if the worker performs a greater number of variety of tasks, and it is said to be enlarged vertically if the worker is involved in planning, organizing, and inspecting his or her own work. Horizontal job enlargement is intended to counteract oversimplification and to permit the worker to perform a “whole unit of work.” Vertical enlargement (traditionally termed job enrichment) attempts to broaden workers’ influence in the transformation process by giving them certain managerial power over their own activities. Today, common practice is to apply both horizontal and vertical enlargement to a given job and refer to the total approach as job enrichment. 

The organizational benefits of job enrichment occur in both quality and productivity. Quality in particular improves dramatically because when individuals are responsible for their work output, they take ownership of it and simply do a better job. Also, because they have a broader understanding of the work process, they are more likely to catch errors and make corrections than if the job is narrowly focused. Productivity improvements also occur from job enrichment, but they are not as predictable or as large as the improvements in quality. The reason is that enriched work in variably contains a mix of tasks that (for annual labor) causes interruptions in rhythm and different motions when switching from one task to the next. Such is not the case for specialized jobs.

2. Socio-Technical Systems
Consistent with the job enrichment philosophy but focusing more on the interaction between technology and the work group is the socio-technical systems approach. This approach attempts to develop jobs that adjust the needs of the production process technology to the needs of the worker and workgroup. The term was developed from studies of weaving mills in India and of coal mines in England in the early 1950s. These studies revealed that work groups could effectively handle many production problems better than management if they were permitted to make their own decisions on scheduling, work allocation among members, bonus sharing, and so forth. This was particularly true when variations in the production process required quick reactions by the group or when one shift’s work overlapped with other shifts’ work. 

Since those pioneering studies, the socio-technical approach has been applied in many countries-often under the heading of “autonomous work groups, “Japanese-style work groups,” or employee involvement (EI) teams. Most major American manufacturing companies use work teams as the basic building block in so-called high employee involvement plants. They are now becoming common in service organizations as well. The benefits of teams are similar to those of individual job enrichment: they provide higher quality and greater productivity (they often set higher production goals than general management), do their own support work and equipment maintenance, and have increased chances to make their own support work and equipment maintenance, and have increased chances to make meaningful improvements. 

Once major conclusion from these applications is that the work group requires a logically integrated pattern of work activities that incorporates the following job design principles: 
i. Task variety. An attempt must be made to provide an optimal variety of tasks within each job. Too much variety can be inefficient for training and frustrating for the employee. Too little can lead to boredom and fatigue. The optimal level is one that allows the employees rest from a high level of attention or effort while working on another task or, conversely, to stretch after periods of routine activity.  
ii. Skill variety. Research suggests that employees derive satisfaction from using a number of skill levels.
iii. Feedback. There shouldbe some means for informing employees quickly when they have achieved their targets. Fast feedback aids the learningprocess. Ideally, employees should have some responsibility for setting their own standards of quantity and quality. 
iv. Task identity. Sets of tasks should be separated from others sets of tasks by some clear boundary. Whenever possible, a group or individual employee should have responsibility for a set of tasks that is clearly defined, visible, and meaningful. In this way, work is seen as important by the group or individual undertaking it, and others understand and respect its significance. 
v. Task autonomy. Employees should be able to exercise some control over their work. Areas of discretion and decision making should be available to them. 
[bookmark: _Toc395109074]13.1.3. Physical Considerations in Job Design
Beyond the behavioral components of job design, another aspect warrants consideration: the physical side. Indeed, while motivation and work group structure strongly influences job performance, they may be of secondary importance if the job is too demanding from a physical (or “human factors”) standpoint. One approach to incorporating the physical costs of moderate to heavy work in job design is work physiology. Pioneered by Eastman Kodak in the 1960s, work physiology sets work-rest cycles according to the energy expended in various parts of the job. For example, if a job entails caloric expenditure above five calories per minute (the rough baseline for sustainable work), the required rest period must be equal to or exceed the time spent working. Obviously, the harder the work, the more frequent and longer the rest period are. Table 13.1. shows caloric requirements for various activities.














Table 13.1. Calories Requirements for Various Activities 
	Type of Activity
	Typical Energy Cost in Calories Per Minute
	Required Minutes of Rest for Each Minute of Work

	Sitting at a rest
	1.7
	-

	Writing 
	2.0
	-

	Typing on a computer 
	2.0
	-

	Medium assembly work
	2.9
	-

	Shoe repair
	3.0
	-

	Machining 
	3.3
	-

	Ironing 
	4.4
	-

	Heavy assembly work
	5.1
	-

	Chopping wood
	7.5
	1

	Digging 
	8.9
	2

	Tending Furnace
	12.0
	3

	Walking upstairs
	12.0
	3

	
Five calories per minute is generally considered the maximum sustainable level throughout the workday.


[bookmark: _Toc395109075]13.2. Work Methods
In contemporary industry, responsibility for developing work methods in large firms is typically assigned either to a staff department designated methods analysis or to an industrial engineering department. In small firms, this activity is often performed by consulting firms that specialize in work methods design. 

The principal approach to studying work methods is the construction of charts such as charts in conjunction with time study or standard time data. The choice of which charting method to use depends on the task’s activity level-that is, whether the focus is on (1) a production processes, (2) the worker at the fixed workplace, (3) the worker interacting with equipment, or (4) the worker interacting with other workers.
Table 13.2. Work Methods Design Aids
	Activity
	Objective of the Study
	Study Techniques 

	Production Process
	Eliminate or combine steps; shorten transport distance; identify delays simplify methods; minimize motions
	Flow diagram, service blueprint, process chart

	
	
	

	Worker at fixed workplace
	Simplify methods; minimize motions
	Operations charts, simo chart, apply principles of motion economy

	
	
	

	
	
	

	Worker’s interaction with equipment 
	Minimize idle time; find number or combination of machines to balance cost of worker and machine idle time
	Activity chart, worker-machine charts 

	Worker’s interaction with other workers
	Maximize productivity; minimize interference
	Activity charts, gang process charts



1. A production Process
The objective in studying a production process is to identify delays, transport distances, process, and processing time requirements to simplify the entire operation. The underlying philosophy is to eliminate any step in the process that does not add value to the product. The approach is to flowchart the process and then ask the following questions:

What is done? Must it be done? What would happen if it were not done? Where is the task done? Must it be done at that location or could it be done somewhere else?

When is the task done? Is it critical that it be done ten or is there flexibility in time and sequence? Could it be combined with some other step in the process?

How is the task done? Why is it done this way? Is there another way? 
Who does the task? Can someone else do it? Should the worker be of a higher or lower skill level? 
These thought-provoking questions usually help eliminate much unnecessary work and simplify the remaining work by combing processing steps and changing the order of performance.  
The process chart is valuable in studying an overall system, though care must be taken to follow the same item throughout the process. The subject may be a product being manufactured, a service being created, or a person performing sequence of activities. 






















Table 13.3.  Flow Diagram and Process Chart of an Office Procedure Present Method
	Present method  X
	PROCESS CHART

	Proposed method   √
	DATE___________

	SUBJECT CHARTED: requisition for small tools chart begins at supervisor’s desk and ends at typist’s desk in purchasing department
	CHART BY _____

	
	CHART NO.____

	DEPARTMENT: Research Laboratory
	SHEET NO. 1 of 1

	
	

	Distance
 in Feet
	Time in Minutes
	Chart Symbols
	Can I Eliminate? Can I combine?

	
	
	
	Can I make change on the sequence? Can I simplify 

	
	
	
	
Descriptions

	
	30
	
	

	
	
	
	Requisitions written by supervisor (one copy)

	
	180
	
	
	
	
	
	On supervisors desk (awaiting manger)

	65
	1
	
	
	
	
	
	By messenger to superintendent’s secretary

	
	120
	
	
	
	
	
	On secretary’s desk (awaiting typing)

	
	30
	
	
	
	
	
	Requisition typed (original requisition typed)

	15
	.5
	
	
	
	
	
	By secretary to superintendent 

	
	480
	
	
	
	
	
	On superintendent’s desk (awaiting messenger)

	
	15
	
	
	
	
	
	Examined and approved

	
	480
	
	
	
	
	
	On superintendent’s desk (awaiting approval)

	20
	.5
	
	
	
	
	
	To purchasing department 

	
	240
	
	
	
	
	
	On purchasing agent’s  desk (awaiting approval)

	
	30
	
	
	
	
	
	Examined and approved 

	
	240
	
	
	
	
	
	On purchasing agent’s desk (awaiting messenger)

	5
	.25
	
	
	
	
	
	To stenographer’s desk

	
	120
	
	
	
	
	
	On stenographer’s desk (awaiting typing purchase order)

	
	30
	
	
	
	
	
	Purchase order typed

	
	240
	
	
	
	
	
	On stenographer’s desk (awaiting transfer to main office)

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	105
	2241.25
	3
	4
	2
	8
	
	Total







Notation for the process chart in table 13.3.
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	Operation. Something is actually being done. This may be work on a product, some support activity, or anything that is directly productive in nature.
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	Transportation. The subject of the study (product, service, or person) moves from one location to another
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	Inspection. The subject is observed for quality and correctness

	[image: ]
	Delay. The subject of the study must wait before starting the next step in the process. 
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Storage. The subject is stored, such as finished products in inventory or completed papers in a file. Frequently, a distinction is made between temporary storage and permanent storage by inspecting a T or P in the triangle 

	
	

	
	



2. Worker at a Fixed Workplace
Many jobs require the worker to remain at a specified workstation. When the nature of the work is primarily manual (such as sorting, inspecting making entries or assembly operations), the focus of work design is on simplifying the work method and making the required operator motions as few and easy as possible.

There are two basic ways to determine the best method when a methods analyst studies a single worker performing an essentially manual task. The first is to search among the works and find the one who performs the job best. That person’s method is then accepted as the standard, and others trained to perform it in the same way. This was basically F. W. Taylor’s approach, though after determining the best method, he searched for “first class men” to perform according to the method. (A first-class worker possessed the natural ability to do much mo0re productive work I a particular task than the average. Workers who were not first class were transferred to other jobs.) The second way is to observe the performance of a number of workers, analyze in detail each step of their work, and pick out the superior features of each worker’s performance. This results in a composite method that combines the best elements of the group studied. Frank Gilbreth, the father of motion study, used this procedure to determine the “one best way” to perform a work task. 
Taylor observed the actual performance to find the best method; Frank Gilbrerth and his wife Lilian relied on movie film. Through micro motion analysis – observing the filmed work performance frame by frame – the Gilbreths studied work very closely and defined its basic elements, which were termed therbligs (“Gilbreth” spelled backward, with the t and h transposed). Gilbreth is shown holding a wire representation of the path of motion. Their study led to the rules or principles of motion economy, such as “The hands should begin and compete the motions at the same time,” and “Work should be arranged to permit natural rhythm.”

Once the motions for performing the task have been identified, an operations chart may be made, listing the operations and their sequence of performance. For greater detail, a simo (simultaneous motion) chart may be constructed, listing not only the operations but also the times for both left and right hands, this chart may be assembled form the data collected with a stop watch, from analysis of a film of the operation, or form predetermined motion- time data. Many aspects of poor design are immediately obvious: a hand being used as a holding device (rather than a jig or fixture), an idle hand, or an exceptionally long time for positioning.

3. Worker Interacting with Equipment 
When a person and equipment operate together to perform a productive process, interest focuses on the efficient use of the person’s time and equipment time. When the operator’s working time is less than the equipment run time, a worker-machine chart is a useful device in analysis. If the operator can operator several pieces of equipment, the problem is to find the most economical combination of operator and equipment, when the combined cost of the idle time of a particular combination of equipment and the idle time for the worker is at a minimum.

Worker-machine charts are always drawn to scale, the scale being time as measured by length. Table 13. 4 shows a worker-machine chart in a service setting. The question here is, whose utilization use is most important?






Table 13.4. Worker-Machine Chart for a Gourmet Coffee Store
	 (
Time in seconds
)Person
	Machine

	 (
 0
)Customer
	Time in Sec.
	Clerk
	Time in Sec.
	Coffee Grinder
	Time in Sec.

	1. ask grocer for 1 pound of coffee
	5
	
	Listen to order
	5
	
	Idle
	5
	

	 (
10
)    (brand and grind)

wait
	15
	
	Get coffee and put in machine, set grin, and start grinder
	15
	
	Idle
	15
	

	3.
 (
30
)

 (
40
)wait
	21
	
	Idle while machine grinds
	21
	
	Grind coffee
	21
	

	4.
 (
50
)wait
	12
	
	Stop grinder, place coffee in package, and close it
	12
	
	Idle
	12
	

	5.
 (
70
) (
60
)Receive coffee form grocer, pay grocer, and receive change
	17
	
	Give coffee to customer, wait for customer to pay for coffee, receive money, and make change
	17
	
	Idle
	17
	



Summary
	
	Customer
	Clerk
	Coffee Grinder

	Idle time 
	48 sec
	21 sec.
	49

	Working time 
	22
	49
	21

	Total cycle time 
	70
	70
	70

	Utilization Percentage 
	Customer utilization =
	22
	= 31 %

	70
	



	Clerk utilization =
	49
	=70%

	70
	



	Machine utilization =
	21
	= 30%

	70
	






The customer, the clerk, and the coffee grinder (machine) are involved in this operation. It required 1 minute 10 seconds for the customer to purchase a pound of coffee in this store. During this time the customer spent 22 seconds, or 31 percent of the time, giving the clerk his order, receiving the ground coffee, and paying the clerk. He was idle the remaining 69 percent of the time. The clerk worked 49 seconds, or 70 percent of the time, and was idle 21 seconds, or 30 percent of the time. The coffee grinder was in operation 21 seconds, or 30 percent of the time, and was idle 70 of the time. 
	
4. Workers Interacting with Other Workers
The degree of interacting among teams may be as simple as one operator handing a part to another, or as complex as a cardiovascular surgical team of doctors, nurses, anesthesiologist, operator of an artificial heart machine, X-ray technician, standby blood donor, and pathologist (and perhaps a minister to pray a little).

An activity or a gang process chart is useful in plotting each individual’s activities time scale similar to that of the worker-machine chart. A gang process chart is usually employed to trace the interaction of a number of workers with machines in a specified operating cycle to find the best combination of workers and machines. An activity chart is less restrictive and may be used to follow the interaction of any group of operators, with or without equipment being involved. Such charts are often used to study and define each operation in an ongoing repetitive process, and they are extremely valuable in developing a standardized procedure for a specific task. 

[bookmark: _Toc395109076]13.3. Motion Study
Motion study is the systematic study of the human motions used to perform an operation. The purpose is to eliminate unnecessary motions and to identify the best sequence of motions for maximum efficiency. Hence, motion study can be an important avenue for productivity improvements. Present practice evolved from the work of Farnk Gilbreth, who originated the concepts in the bricklaying trade in early 20th century. Through the use of motion study techniques, Gilberth is generally credited with increasing the average number of bricks laid per hour by a factor of 3, even though he was not a bricklayer by trade. When you stop to realize that bricklaying had been carried on for centuries, Gilbreth’s accomplishment is even more remarkable.
There are a number of different techniques that motion study analysts can use to develop efficient procedures. The most-used techniques are the following:
a. Motion study principles 
b. Analysis of therblings
c. Micromotion study
d. Charts 
Gilbreth’s work laid the foundation for the development of motion study principles, which are guidelines for designing motion-efficient work procedures. The guidelines are divided into three categories: principles of ruse of the body, principles for arrangement of the workplace, and principles for the design of tools and equipment. These principles with corresponding examples are presented as:
a. The use of the human body.
Example: 
1. Both hands should begin and end their basic divisions of accomplishment simultaneously and should not be idle at the same instant, except during reset periods.
2. The motions made by the hands should be made symmetrically.
3. Continuous curved motions are preferable to straight-line motions involving sudden and sharp changes in direction.
b. The arrangement and conditions of workplace 
Example:
1. Fixed locations for all tools and material should be located to permit the best sequence and to eliminate or reduce the therblig’s search and select. 
2. Gravity bins and drop delivery should reduce reach and move times; wherever possible, ejectors should remove finished parts automatically. 
c. The design of tools and equipment
Example:
 All levers, handles, wheels, and other control devices should be readily accessible to the operator and designed to give the best possible mechanical advantage and to utilize the strongest available muscle group.
Parts should be held in position by fixtures.
In developing work methods that are motion efficient, the analyst tries to:
1. Eliminate unnecessary motions.
2. Combine activities.
3. Reduce fatigue
4. Improve the arrangement of the workplace. 
5. Improve the design of tools and equipment.

Therbligs are basic elemental motions. The term therblig is Gilbreth spelled backward (except for the th). The approach is to break jobs down into basic elements by eliminating, combining, or rearranging them.

Some of the common therbligs include:
1. Search implies hunting for an item with the hands and /or eyes.
2. Select means to choose from a group of objects.
3. Grasp means to take hold of an object. 
4. Hold refers to retention of an object after it has been grasped.
5. Transportload means movement of an object after hold. 
6. Releaseload means to deposit the object.
Some other therbligs are inspect, position, plan, res, and delay.
Describing a job using therbligs often takes a substantial amount of work. However, for short, repetitive jobs, therbligs analysis may be justified. 
Frank Gilbreth and his wife, Lillian, an industrial psychologist, were also responsible for introducing motion pictures for studying motions, called micromotion study. This approach is applied not only in industry but also in many other areas of human endeavor, such as sports and health care. Use of the camera and slow-motion replay enables analysts to study motions that would otherwise be too rapid to see. In addition, the resulting films provide a permanent record that can be referred to, not only for training workers and analysts but also for settling job disputes involving work methods.

 The cost of micromotion study limits its use to repetitive activities, where even minor improvements can yield substantial savings owing to the number of times an operation is repeated, or where other considerations justify its use. Motion study analyst often use charts as tools for analyzing and recording motion studies. 
[bookmark: _Toc395109077]13.4. Work Measurement
Job design determines the content of a job, and methods analysis determines how a job is to be performed. Work measurement is concerned with determining the length of time it should take to complete the job. Job times are vital inputs for capacity planning, workforce planning, estimating labor costs, scheduling, budgeting, and designing incentive systems. Moreover, form the workers’ standpoint, time standards reflect the amount of time it should take to do a given job working under typical conditions. The standards include expected activity time plus allowances for probable delays. 

A standard time is the amount of time it should take a qualified worker to complete a specified task, working at a sustainable rate, using given methods, tools and equipment, raw material inputs, and workplace arrangement. Whenever a time standard is developed for a job, it is essential to provide a complete description of the parameters of the job because the actual time to do the job is sensitive to all of these factors; changes in any one of the factors can materially affect time requirements. For instance, changes in product design or changes in job performance brought about by a methods study should trigger a new time study to update the standard time. As a practical matter, though, minor changes are occasionally made that do not justify the expense of restudying the job. Consequently, the standards for many jobs may be slightly inaccurate. Periodic time studies may be used to update the standards. 

Organizations develop time standards in a number of different ways. Although some small manufacturers and service organizations rely on subjective estimates of job times, the most commonly used methods of work measurement are (1) stopwatch time, (2) historical times, (3) predetermined data, and (4) work sampling. 
1. Stopwatch Time Study
Stopwatch time study was formally introduced by Frederick Winslow Taylor in the late 19th century. Today it is the most widely used method of work measurement. It is especially appropriate for short, repetitive tasks. 
Stopwatch time study is used to develop a time standard based on observations of one worker taken over a number of cycles. That is then applied to the work of all others in the organization who perform the same task. The basic steps in a time study are the following: 
1. Define the task to be studied, and inform the worker who will be studied. 
2. Determine the number of cycles to observe.
3. Time the job, and rate the worker’s performance.
4. Compute the standard time.
The analyst who studies the job should be thoroughly familiar with it since it is not unusual for workers to attempt to include extra notions during the study in hope of gaining a standard that allows more time per piece (i.e., the worker will be able to work at a slower pace and still meet the standard). Furthermore, the analyst will need to check that the job is being performed efficiently before setting the time standard.
In most instances, an analyst will break all but very short jobs down into basic elemental motions (e.g., reach, grasp) and obtain times for each element. There are several reasons for this: one is that some elements are not performed in every cycle, and the breakdown enables the analyst to get a better perspective on them. Another is that the worker’s proficiency may to be the same for all elements of the job. A third reason is to build a file of elemental times that can be used to set times for other jobs.  

Workers sometimes feel uneasy about being studied and fear changes that might result. The analyst should make an attempt to discuss these things with the worker prior to studying an operation to allay such fears and to enlist the cooperation of the worker. The number of cycles that must be timed is a function of three things: (1) the variability of observed times, (2) the desired accuracy, and (3) the desired level of confidence for the estimated job time. Very often the desired accuracy is expressed as a percentage of the mean of the observed times. For example, the goal of a time study may be to achieve an estimate that is within 10 percent of the actual mean. The sample size needed to achieve that goal can be determined using this formula:

                                                                                                    (13,1)

Where
Z= number of normal standard deviations needed for desired confidence level
S= sample standard deviation 
a= desired accuracy percentage

= sample mean
Typical values of z used in this computation are:

	Desired confidence (in %)
	Corresponding Z value

	90
	1.65

	95
	1.96

	95.5
	2.00

	98
	2.33

	99
	2.58



Of course, the value of z for any desired confidence can be obtained from a normal table in appendix A.
An alternate formula used when the desired accuracy, e, is stated as an amount (e.g,, within one minute of the true mean) instead of percentage is 

                                                                                                                       (13, 2)
Where
e = maximum acceptable error


To make a preliminary estimate of sample size, it is typical to take a small number of observations (i.e., 10 to 20) and compute values of the sample mean  and s to use in the formula for n. toward the end of the study, the analyst may want to recomputed n using revised estimates of  and s based on the increased data available. 
Note that these formulas may or may not be used in practice, depending on the person doing the time study. Often, an experienced analyst will rely on his or her judgment in deciding on the number of cycles to time. A time study analyst wants to estimate the time required to perform a certain job. A preliminary study yielded a mean of 6.4 minutes and a standard deviation of 2.1 minutes. The desired confidence is 95percent. How many observations will he need (including those already taken) if the desired maximum error is


 Percent of the sample mean?
One-half minute?
S = 2.1 minutes       z = 1.96

minutes     a= 10 %



e = 0.5         
Development of a time standard involves computation of three times: the observed time (OT), the normal time (NT), and the standard time (ST).

Observed Time. The observed time is simply the average of the recorded times. Thus, 


                                                                                                       (13, 3)
Where 
OT=  observed time 

= sum of recorded times
n= number of observations
Note that if a job element does not occur each cycle, its advantage time should be determined separately and that amount should be included in the observed time, OT.

Normal Time. The normal time is the observed time adjusted for worker performance. It is computed by multiplying the observed time by a performance rating that is 

NT= OT x PR                                                                                                        (13, 4)
Where
NT = normal time 
PR = performance rating 
This assumes that a single performance rating has been made for the entire job. If ratings are made on an element-by-element basis, the normal time is obtained by multiplying each element’s average time by its performance rating and summing those values:

                                                                                                (13, 5)
Where

average time for element j
PRj= performance rating for element j
The reason for including this adjustment factor is that the worker being observed may be working at a rate different from a “normal” rate, either to deliberately slow the pace or because his or her natural abilities differ from the norm. For this reason, the observer assigns a performance rating, to adjust the observed times to an “average” pace. A normal rating is 1.00. a performance rating of 0.9 indicates a pace that is 90 percent of normal, whereas a rating of 1.05 indicates a pace that is slightly faster than normal. For long jobs, each element may be rated; for short jobs, a single rating may be made for an entire cycle. 

When assenting performance, the analyst must compare the observed performance to his or her concept of normal. Obviously, there is room for debate about what constitute normal performance, and performance ratings are sometimes the source of considerable conflict between labor and management. although no one has been able to suggest a way around these subjective evaluations, sufficient training and periodic recalibration of analysts using training films can provide a high degree of consistency in the ratings of different analysts. To avoid any bias, a second analyst may be called into also do performance ratings. In fact, union shops may require this. 
Standard Time. The normal time does not take into account such factors as personal delays (getting a drink of water or going to the restroom), unavoidable delays (machine adjustments and repairs, talking to a supervisor, waiting for materials), or rest breaks. The standard time for a job is the normal time multiplied by an allowance factor for these delays.
The standard time is 

ST=NT x AF                                                                                                                     (13, 6)

               Where
ST = standard time
AF = allowance factor
Allowance can be based on either job time or time worked (e.g., a workday). If allowances are based on the job time, the allowance factor is computed using the following formula:
AFjob =1 + A                                                                                                                     (13, 7)
Where 
A=allowance percentage based on job time
This is used when different jobs have different allowances. If allowances are based on a percentage of the time worked (i.e., the workday), the appropriate formula is


                                                                                                (13, 8)

Where 
A = allowance percentage based on workday
This is used when jobs are the same or similar and have the same allowance factors.
Example 13.1
Compute the allowance factor for these two cases:
The allowance is 20 percent of job time
The allowance is20 percent of work time.
solution
A = 0.20
AF = 1+A 
 Or 120 percent


Table 13.5 illustrates some typical allowances. In practice, allowances may be based on the judgment of the time study analyst, work sampling, or negotiations between labor and management. 
 Example 13.2 illustrates the time study process from observed times to the standard time. A time study of an assembly operation yielded the following observed times for one element of the job, for which the analyst gave a performance rating of 1.13. Using an allowance of 20 percent of job time, determine the appropriate standard time for this operation.
Example 13.2
	Observation i
	Time, x (minutes)
	Observation i
	Time, x (minutes)

	1
	1.12
	6
	1.18

	2
	1.15
	7
	1.14

	3
	1.16
	8
	1.14

	4
	1.12
	9
	1.19

	5
	1.15
	Total
	10.35

	n =9,                  PR=1.13,                  A=0.20




minutes
NT = OT x PR =1.15(1.13) = 1.30 minutes
ST = NT x (1+A) = 1.33 (1.20) =1.56 minutes







Table 13.5 Typical Allowance Percentage for Working Conditions
	SN
	Description 
	percent
	SN
	Description 
	Percent

	1
	Constant Allowances:
	
	4
	Bad light:
	

	 
	a. personal allowance
	5
	 
	a. Slightly below recommended 
	0

	 
	b. Basic fatigue allowance
	4
	 
	b. Well below
	2

	2
	Variable Allowances:
	
	
	c. Very adequate 
	5

	 
	i. Standing allowance
	2
	 5
	Atmospheric conditions 
(Heat and Humidity Variable)
	0-10

	 
	ii. Abnormal Position Allowances:
	
	
	
	

	 
	a. slighly awkward
	0
	 6
	Close attention:
	

	 
	b. awkward (bending)
	2
	 
	a. Fairly fine work
	0

	 
	c. very awkward (lying, stretching)
	7
	 
	b. Fine or exacting 
	2

	3
	Use of force or muscular energy
	
	
	c. very fine or very exacting 
	5

	
	 (lifting, pulling or pushing)
	
	
	
	

	 
	Weighted lift in pounds:
	
	7 
	Noise Level:
	

	 
	5
	0
	 
	a.  Continuous
	0

	 
	10
	1
	 
	b. Intermittent - loud
	2

	 
	15
	2
	 
	c. Intermittent - very loud
	5

	 
	20
	3
	
	d. High-pitched-loud
	5

	 
	25
	4
	 8
	Mental Strain:
	

	 
	30
	5
	 
	a. Fairly complex process
	1

	 
	35
	7
	 
	b. Complex or wide span of attention 
	4

	 
	40
	9
	
	c. Very complex
	8

	 
	45
	11
	 9
	Monotony:
	

	 
	50
	13
	 
	a. Low
	0

	 
	60
	17
	 
	b. Medium
	1

	 
	70
	22
	
	c. High
	4

	 
	
	
	 10
	Tediousness:
	

	 
	
	
	 
	a. Rather tedious
	0

	 
	
	
	 
	b. Tedious
	2

	
	
	
	
	c. Very tedious
	5




Note that if an abnormally short time has been recorded, it typically would be assumed to be the result of observational error and thus discarded. If one of the observations in example 13.2 had been 0.10, it would have been discarded. However, if an abnormally long time has been recorded, the analyst would want to investigate that observation to determine whether some irregularly occurring aspect of the task (e.g., retrieving a dropped tool or part) exists, which should legitimately be factored into the job time.

Despite the obvious benefits that can be derived from work measurement using time study, some limitations also must be mentioned. One limitation is the fact that only those jobs that can be observed can be studied. This precludes most managerial and creative jobs, because these involve mental as well as physical aspects. Also, the cost of the study rules out its use for irregular operations and infrequently occurring jobs. Finally, it disrupts the normal work routine, and workers resent it in many cases. 

2. Standard Elemental Times
Standard elemental times are derived from a firm’s own historical time study data. Over the years, a time study department can accumulate a file of elemental times that are common to many jobs. After a while, many elemental times can be simply retrieved from the file, eliminating the need for analysts to go through a complete time study to obtain them.  
The procedure for using standard elemental times consists of the following steps:
1. Analyze the job to identify the standard elements.
2. Check the file for elements that have historical times, and record them. Use time study to obtain others, if necessary. 
3. Modify the file times if necessary 
4. Sum the elemental times to obtain the normal time, and factor in allowance to obtain the standard time. 
In some cases, the file times may not pertain exactly to a specific task. For instance, standard elemental times might be on file for “ move the tool 3 centimeters” and “move the tool 9 centimeters,” when the task in question involves a move of 6 centimeters. However, it is often possible to interpolate between values on file to obtain the desired time estimate. 
One obvious advantage of this approach is the potential savings in cost and effort created by not having to conduct a complete time study for each job. A second advantage is that there is less disruption of work, again because the analyst does not have to time the worker. A third advantage is that performance ratings do not have to be done; they are generally averaged in the file times. The main disadvantage of this approach is that times may not exist for enough standard elements` to make it worthwhile, and the file times may be biased or inaccurate. 

The method described  in the following section is a variation of this approach, which helps avoid some of these problems. 
3. Predetermined Time Standard 
Predetermined time standards involve the use of published data on standard elemental times. A commonly used system is methods-time measurement (MTM), which was developed in the late 1940s by the Methods Engineering Council. The MTM tables are based on extensive research of basic elemental motions and times. To use this approach, the analyst must divide the job into its basic elements (reach, move, turn, disengage), measure the distances involved (if applicable), rate the difficulty of the element, and then refer to the appropriate table of data to obtain the time for that element. The standard time for the job is obtained by adding the times for all of the basic elements. Times of the basic elements are measured in time measurement units (TMUs); one TMU equals 0.0006 minute. One minute of work these basic elements. The analyst needs a considerable amount of skill to adequately describe the operation and develop realistic time estimates. Table 13.6 presents a portion of the MTM tables, to give you an idea of the kind of information they provide. 

A high level of skill is required to generate a predetermined time standard. Analysts generally take training or certification courses to develop the necessary skills to do this kind of work. 





Table 13. 6. A Portion of MTM Tables
	
	TIME (TMU)
	Weight Allowance
	

	Distance moved (inches) 
	A
	    B
	C
	Hand in motion B
	Weight (pounds) up to:
	Dynamic Factor
	Static Constant TMU
	Case and Description

	¾ or less
	2.0
	2.0
	2.0
	1.7
	2.5
	1
	0
	Move object to other hand or against stop

	1
	2.5
	2.9
	3.4
	2.3
	
	
	
	

	2
	3.6
	4.6
	5.2
	2.9
	7.5
	1.06
	2.2
	

	3
	4.9
	5.7
	6.7
	3.6
	
	
	
	

	4
	6.1
	6.9
	8.0
	4.3
	12.5
	1.11
	3.9
	

	5
	7.3
	8.0
	9.2
	5.0
	
	
	
	

	6
	8.1
	8.9
	10.3
	5.7
	17.5
	1.17
	5.6
	

	7
	8.9
	9.7
	11.1
	6.5
	
	
	
	  Move object to approximate or indefinite location. 

	8
	9.7
	10.6
	11.8
	7.2
	22.5
	1.22
	7.4
	

	9
	10.5
	11.5
	12.7
	7.9
	
	
	
	

	10
	11.3
	12.2
	13.5
	8.6
	27.5
	1.28
	9.1
	

	12
	12.9
	13.4
	15.2
	10.0
	
	
	
	

	14
	14.4
	14.6
	16.9
	11.4
	32.5
	1.33
	10.8
	

	16
	16.0
	15.8
	18.7
	12.8
	
	
	
	

	18
	17.6
	17.0
	20.4
	14.2
	37.5
	1.39
	12.5
	

	20
	19.2
	18.2
	22.1
	15.6
	
	
	
	 Move object to exact location.

	22
	20.8
	19.4
	23.8
	17.0
	42.5
	1.44
	14.3
	

	24
	22.4
	20.6
	25.5
	18.4
	
	
	
	

	26
	24.0
	21.8
	27.3
	19.8
	47.5
	1.5
	16.0
	

	28
	25.5
	23.1
	29.0
	21.2
	
	
	
	

	30
	27.1
	24.3
	30.7
	22.7
	
	
	
	

	Additional
	0.8
	0.6
	0.85
	
	TMU per inch over 30 inches
	



Among the advantages of predetermined time standards are the following:

1. They are based on large numbers of works under controlled conditions.
2. The analyst is not required to rate performance in developing the standard. 
3. There is no disruption of the operation.
4. Standards can be established even before a job is done. 
Although proponents of predetermined standards claim that the approach provides much better accuracy than stopwatch studies, no everyone agrees with that claim. Some argue that many activity times are to specific to a given operation to be generalized from published data. Others argue that different analysts perceive elemental activity breakdowns in different ways, and that this adversely affects the development of times and produces varying time estimates among analysts. Still others claim that analysts differ on the degree of difficulty they assign a given task and thereby enlist different time standards. 

5. Work Sampling 
Work sampling is a technique for estimating the proportion of time that a worker or machine spends on various activities and the idle time. Unlike time study, work sampling does not require timing an activity, nor does it even involve continuous observation of the activity. Instead, an observer makes brief observations of a worker or machine at random intervals and simply notes the nature of the activity. For example, a machine may be busy or idle; a secretary may be typing, filing, talking on the telephone, and so on; and a carpenter may be carrying supplies, taking measurement, cutting wood and so on. The resulting data are counts of the number of times each category of activity or non-activity was observed. 

Although work sampling is occasionally used to set time standards, its two primary uses are in (1) ratio-delay studies, which concern the percentage of a worker\s time that involves unavoidable delays or the proportion of time a machine is idle, and (2) analysis of non-repetitive jobs. In a ratio-delay study, a hospital administrator, for example, might want to estimate the percentage of time that a certain piece of X-ray equipment is not in use. In a non-repetitive jobs job, such as secretarial work or maintenance, it can be important to establish the percentage of time an employee spends doing various tasks.

Non-repetitive jobs typically involve a broader range of skills than repetitive jobs, and workers in these jobs are often paid on the basis of the highest skill involved. Therefore, it is important to determine the proportion of time spent on the high-skill level. For example, a secretary may do word processing, file, answer the telephone, and do other routine office work. If the secretary spends a high percentage of time filing instead of doing word processing, the compensation will be lower than for a secretary who spends a high percentage of time doing word processing. Work sampling can be used to verify those percentages and can therefore be an important tool in developing the job description. In addition, work sampling can be part of a program for validation of job content that is needed for “bona fide occupational qualifications” – that is, advertised jobs requiring the skills that are specified. 



Work sampling estimates include some degree of error. Hence, it is important to treat work sampling estimates as approximation of the actual proportion of time devoted to a given activity. The goal of work sampling is to obtain an estimate that provides a specified confidence  not differing from the true value by   more than a specified error. For example, a hospital administrator might request an estimate of X-ray idle time that will provide a 95 percent confidence of being within 4 percent of the actual percentage. Hence, work sampling is designed to produce a value, , which estimates the true proportion, p, within some allowable error,  the variability associated with sample estimates of p tends to be approximately normal for large sample sizes. The amount of maximum probable error is a function of both the sample size and the desired level of confidence. 

For large samples, the maximum error, e, can be computed using the following formula:

                                                                                                    (13, 9)
Where
Z = number of standard deviations needed to achieve desired confidence 

= sample proportion (the number of occurrences divided by the sample size)
n = sample size.
In most instances, management will specify the desired confidence level and amount of allowable error, and the analyst will be required to determine a sample size sufficient to obtain these results. The appropriate value for n can be determined by solving (13, 9) for n, which yields


                                                                                                      (13, 10)

Example 13.3
Assume a manager of a small supermarket chain wants to estimate the proportion of time stock clerks spend making price changes on previously marked merchandise. The manager wants a 98 percent confidence that the resulting estimate will be within 5 percent of the true value. What sample size should she use?


 (from the normal table)

= unknown



When no sample estimate of p is available, a preliminary estimate of sample size can be obtained using =0.05. After 20 or so observations, a new estimate of  can be obtained from those observations and a revised value of n computed using the new . It would be prudent to re-compute the value of n at two or three points during the study to obtain a better indication of the necessary sample size. Thus, the initial estimate of n is


observations.


Suppose that, in the first 20 observations, stock clerks were found to be changing prices twice, making =2/20=0.10. the revised estimate of n at that point would be



Perhaps the manager might make one more check to settle ton a final value for n. if the computed value of n is less than the number of observations already taken, sampling would be terminated at that point. 
Note that if the resulting value of n is non-integer, round it up.
Determining the sample size is only one part of work sampling. The overall procedure consists of the following steps:

1. Clearly identify the worker(s) or machine(s) to be studied.
2. Notify the workers and supervisors of the purpose of the study to avoid arousing suspicions.
3. 
Compute an initial estimate of sample size using a preliminary estimate of p, if available (e.g., from analyst experience or past data). Otherwise, use 
4. Develop a random observation schedule.
5. Begin taking observations. Re-compute the required sample size several times during the study.
6. Determine the estimated proportion of time spent on the specified activity. 
Careful problem definition can prevent mistakes such as observing the wrong worker or wrong activity. It is also important to obtain random observations to get valid results. Observations must be spread out over a period of time so that a true indication of variability is obtained. If observations are bunched too closely in time, the behaviors observed during that time may not genuinely reflect typical performance. 

Determination of a random observation schedule involves the use of a random number table (see table 13.7), which consists of unordered sequences of numbers (i.e., random). Use of these tables enables the analyst to incorporate randomness into the observation schedule. Numbers obtained from the table can be used to identify observation times for a study. Any size number (i.e., any number of digits read as one number) can be obtained from the table. The digits are in groups of four for convenience only. The basic idea is to obtain numbers from the table and to convert each one so that it corresponds to an observation time. There are a number of ways to accomplish this. In the approach used here, we will obtain three sets of numbers from the table for each observation: the first set will correspond to the day, the second to the hour, and the third to the minute when the observation is to be made. The number of digits necessary for any set will relate to the number of days in the study, the number of hours per day, and minutes per hour. For instance, if the study covers 47 days, a two-digit number will be needed; if the activity is performed for eight hours per day, a one-digit number will be needed for hours. Of course, since each hour has 60 minutes, a two-digit number will be needed for minutes. Thus, we need a two-digit number for the day, a one-digit number for the hour, and two-digit number for minutes. A study requiring observations over a seven-day period in an office that works nine hours per day needs one-digit numbers for days, one-digit numbers for hours, and two digit numbers for minutes. 

Suppose that three observations will be made in the last case (i.e., 7 days, 9 hour, 60 minutes). We might begin y determining the days on which observations will be made, then the hours, and finally the minutes. Let’s begin with the first row in the random numbers table and read across: the first number is 6, which indicates day 6. The second number is 9. Since it exceeds the number of days in the study, it is simply ignored. The third number is 1, indicating day 1, and the next is 2, indicating day 2. Hence observations will be made on days 6, 1, and 2. Next we determine the hours. Suppose we read the second row of column 1, again obtaining one-digit numbers. We find
3(=3rd hour), 4 (=4th hour),, 9 (=9th hour)
Moving to the next row and reading two-digit numbers, we find
47 (=47th minute), 15(=15th minute), 24(=24th minute)

Table 13.7. Portion of a Random Number Table
	
	1
	2
	3
	4
	5
	6

	1
	6912
	7264
	2801
	8901
	4627
	8387

	2
	3491
	1192
	0575
	7547
	2093
	4617

	3
	4715
	2486
	2776
	2664
	3856
	0064

	4
	1632
	1546
	1950
	1844
	1123
	1908

	5
	8510
	7209
	0938
	2376
	0120
	4237

	6
	3950
	1328
	7343
	6083
	2108
	2044

	7
	7871
	7752
	0521
	8511
	3956
	3957

	8
	2716
	1396
	7354
	0249
	7728
	8818

	9
	2935
	8259
	9912
	3761
	4028
	9207

	10
	8533
	9957
	9585
	1039
	2159
	2438

	11
	0508
	1640
	2768
	4666
	9530
	3352

	12
	2951
	0131
	4359
	3096
	4421
	3018



Combining these results yields the following:

	Day
	Hour
	Minute

	6
	3
	47

	1
	4
	15

	2
	9
	24



This means that on day 6 of the study an observation is to be made during the 47th minute of the 3rd hour; on day 1, during the 15th minute of the 4th hour; and on day 2, during the 24th minute of the 9th hour. For simplicity, these times can be put   in chronological order by day.





	Day
	Hour
	Minute

	1
	4
	15

	2
	9
	24

	6
	3
	47



A complete schedule for observations might appear as follows, after all numbers have been arranged in chronological order, assuming 10 observations per day for two days:

	Observation
	Day 1
	
	Observation
	Day 2

	
	Time
	Busy (√)
	Idle (√)
	
	
	Time
	Busy (√)
	Idle (√)

	1
	8:15
	
	
	
	1
	8:04
	
	

	2
	9:24
	
	
	
	2
	9:15
	
	

	3
	9:02
	
	
	
	3
	9:24
	
	

	4
	9:31
	
	
	
	4
	9:35
	
	

	5
	9:48
	
	
	
	5
	10:12
	
	

	6
	10:05
	
	
	
	6
	10:27
	
	

	7
	10:20
	
	
	
	7
	10:38
	
	

	8
	11:02
	
	
	
	8
	10:58
	
	

	9
	1:13
	
	
	
	9
	11:50
	
	

	10
	3:55
	
	
	
	10
	1:14
	
	



The general procedure for using a random number table is to read the numbers in some sequence (across rows, down or up columns), discarding any that lack correspondence. It is important to vary the starting point from one study to the next to avoid taking observations at the same times, because workers will quickly learn the times that observations are made, and the random feature would be lost. One way to choose a starting point is to use the serial number on a dollar bill to select a starting point. 
In sum, the procedure for identifying random times at which to make work sampling observations involves the followings steps:
1. Determine the number of days in the study and the number of hours per day. This will indicate the required number of digits for days and hours.
2. Obtain the necessary number of sets for days, ignoring any sets that exceed the number of days. 
3. Repeat step 2 for hours.
4. Repeat step 2 for minutes.
5. Link the days, hours, and minutes in the order they were obtained.
6. Place the observation times in chronological order. 
It is generally suggested that a work sampling approach to determining job times is less formal and less detailed, and best suited to non-repetitive jobs. Comparison of the work sampling and stopwatch time study is put as follows.

	Advantages

	1
	Observations are spread out over a period of time, making results less susceptible to short-term fluctuations.

	2
	There is little or no disruption of work.

	3
	Workers are less resentful.

	4
	Students are less costly and less time consuming, and the skill requirements of the analyst are much less.

	5
	Studies can be interrupted without affecting the results.

	6
	Many different studies can be conducted simultaneously. 

	7
	No timing device is required.

	8
	It is well suited for non-repetitive jobs.

	Disadvantages

	1
	There is much less detail on the elements of a job.

	2
	Workers may alter their work patterns when they spot the observer, thereby invalidating the results.

	3
	In many cases, there is no record of the method used by the worker. 

	4
	Observers may fail to adhere to a random schedule of observations.

	5
	It is not well suited for short, repetitive tasks.

	6.
	 Much time may be required to move from one workplace to another and back to satisfy the randomness requirement.



Solved Problems 

Problem 1
A time study analyst timed an assembly operation for 30 cycles, and then computed the average time per cycle, which was 18.75 minutes. The analyst assigned a performance rating of 0.96, and decided that an appropriate allowance was 15 percent. Assume that the allowance factor is based on the workday. Determine the following: the observed time (OT), the normal time (NT), and the standard time (ST).
Solution
OT= Average time=18.75
NT = OT x performance rating = 18.75 x0.96 =18 minutes


ST= NT x AF=18x1.176=21.17 minutes
Problem 2
A time study analyst wants to estimate the number of observations that will be needed to achieve a specific maximum error, with a confidence of 95.5 percent. A preliminary study yielded a mean of 5.2 minutes and a standard deviation of 1.1 minutes. Determine the total number of observations needed for these two cases.
a. 
A maximum error of 6% of the sample mean.
b. A maximum error of 0.40 minute.

Solution 
X= 5.2minutes
S=1.1 minutes
Z = 2.00 for 95.5 the standardized normal probability distribution table (appendix)




e = 0.40



Problem 3
An analyst has been asked to prepare an estimate of the proportion of time that a turret lathe operator spends adjusting the machine, with a 90 percent confidence level. Based on previous experience, the analyst believes the proportion will be approximately 30 percent.

a. If the analyst uses a sample size of 400 observations, what is the maximum possible error that will be associated with the estimate?
b. 
What sample size would the analyst need in order to have the maximum error be no more than percent?

Solution

, z =1.65 for 90 percent confidence from the standardized normal probability distribution table (Appendix)





Review and Discussion Questions 

1. What is job design, and why is it important?
2. What are some of the main advantages and disadvantages of specialization from management perspective? From workers perspective?
3. Contrast the meaning of the terms job enlargement and job enrichment.
4. What is the purpose of approaches such as job enlargement and job enrichment?
5. What is ergonomics and why is it important in job design?
6. What is motion study?
7. What are motion study principles?
8. How are devices such as flow process charts and worker-machine charts useful?
9. What is a time standard? 
10. What factors must be taken into account in developing time standard?
11. What are the main uses of time study information?

Problems

1. A time study was conducted on a job that contains four elements. The observed times and performance ratings for six cycles are shown in the following table.

	Element
	Performance rating
	Observations (Minutes per cycle)

	
	
	1
	2
	3
	4
	5
	6

	1
	90%
	0.44
	0.50
	0.43
	0.45
	0.48
	0.46

	2
	85
	1.50
	1.54
	1.54
	1.51
	1.49
	1.52

	3
	110
	0.84
	0.89
	0.77
	0.83
	0.85
	0.80

	4
	100
	1.10
	1.14
	1.08
	1.20
	1.16
	1.26



a. Determine the average cycle time for each element.
b. Find the normal time for each element.
c. Assuming an allowance factor of 15 percent of job time, compute the standard time for this job.
2. Given these observed times (in minutes) for four elements of a job, determine the observed time (OT) for each element. Note that the second element only occurs every other cycle.

	
	Cycle

	
	1
	2
	3
	4
	5
	6

	Element 1
	4.1
	4.0
	4.2
	4.1
	4.1
	4.1

	Element 2
	-
	1.5
	-
	1.6
	-
	1.4

	Element 3
	3.2
	3.2
	3.3
	3.2
	3.3
	3.3

	Element 4
	2.7
	2.8
	2.7
	2.8
	2.8
	2.8



3. Given these observed times (in minutes) for five elements of a job, determine the observed time (OT) for each element. Note that some of the elements occur only periodically.
	
	Cycle

	
	1
	2
	3
	4
	5
	6

	Element 1
	2.1
	2.0
	2.2
	2.1
	2.1
	-

	Element 2
	-
	1.1
	-
	1.0
	-
	1.2

	Element 3
	3.4
	3.5
	3.3
	3.5
	3.4
	3.3

	Element 4
	4.0
	-
	-
	4.2
	-
	-

	Element 5
	1.4
	1.4
	1.5
	1.5
	1.5
	1.4



4. A worker-machine operation was found to involve 3.3 minutes of machine time per cycle in the course of 40 cycles of stopwatch study. The worker’s time average 1.9 minutes per cycle, and the worker was given a rating of 120 percent (machine rating is 100 percent).Midway through the stud, the worker took a 10 minutes rest break. Assuming an allowance factor of 12 percent of work time, determine the standard time for this job.

5. A recently negotiated union allows workers in a shipping department24 minutes for rest, 10 minutes for personal time, and 14 minutes for delays for each four hours worked. A time study analyst observed a job that is performed continuously and found an average time of 6.0 minutes per cycle for a worker she rated at 95 percent. What standard time is applicable for that operation?
6. The data in the table below represent time study observations for a woodworking operation. 
	Element
	Performance rating
	Observations (Minutes per cycle)

	
	
	1
	2
	3
	4
	5
	6

	1
	110%
	1.20
	1.17
	1.16
	1.22
	1.24
	1.15

	2
	115
	0.083
	0.87
	0.78
	0.82
	0.85
	1.32*

	3
	105
	0.58
	0.53
	0.52
	0.59
	0.60
	0.54



a. Based on the observations, determine the standard time for the operation, assuming an allowance of 15 percent of job time.
b. How many observations would be needed to estimate the mean time for element 2 within 1 percent of its true value with a 95 percent confidence?
7. How many work cycles should be timed to estimate the average cycle time within 2 percent  of the sample mean with a confidence of 99 percent if a pilot study yielded these times (minutes): 5.2, 5.5, 5.8, 5.3, 5.5, and 5.1? The standard deviation is 0.253 minutes per cycle?
8. In an initial survey designed to estimate the percentage of time air-express cargo loaders are idle, an analyst found that loaders were idle in 6 of the 50 observations.
a. What is the estimated percentage of idle time?
b. Based on the initial results, approximately how many observations would you require to estimate the actual percentage of idle time to within 5 percent with a  confidence of 95 percent?



     At the end of this chapter students will be able to:
· Explain operations planning & control
·  Discuss Aggregate production planning
· Discuss  Operations Scheduling     
· 
                                           Chapter Four 
                           Operations planning and control

Part I    4.1 Aggregate production planning 
Strategic business plans A statement of long-range strategy and revenue, cost, and profit objectives. 
· Aggregate planning is an integral part of the business planning process. 
· This process begins when your company’s top management gathers input from finance, marketing, operations, and engineering to develop a strategic business plan.
·  The strategic business plan, with its long-term focus, provides your company’s direction and objectives for the next 2 to 10 years.
·  The strategic business plan is normally updated and reevaluated annually. 
· The strategic business plan is also the starting point for sales and operations planning. 
· It states the company’s objectives for profitability, growth rate, and return on investment.

Sales and operations planning: 
· Sales and operations planning: The process that brings together all the functional business plans (marketing, operations, engineering, and finance) into one integrated plan. 
·  Integrates the medium-range functional plans developed by marketing, operations, engineering, and finance. 
· Sales and operations planning begins with the marketing plan developed by the marketing group based on information shared with operations, finance, and engineering.




 (
Strategic Business Plan 
)Figure 4.1: The business planning hierarchy
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Marketing Plan
· Marketing plan: Identifies the markets to be served, desired levels of customer service, product competitive advantage, profit margins, and the market share needed to achieve the objectives of the strategic business plan.
· The marketing plan is intended to meet the objectives of the strategic business plan. The marketing plan identifies the sales needed to achieve the profitability level, the growth rate, and the return on investment stated in the strategic business plan.
·  Detailed in the marketing plan are the targeted market segments; necessary market share; competitive focus such as price, quality, flexibility, or time; expected profit margins; and any new products needed. 
· If the marketing plan does not meet the strategic business objectives, top management and marketing management revise either the objectives or the marketing plan itself until it fully supports the strategic objectives.
Aggregate or Production Plan
· Aggregate plan: Includes the budgeted levels of finished products, inventory, backlogs, workforce size, and aggregate production rate needed to support the marketing plan.
· The aggregate plan, also called the production plan, identifies the resources needed by the operations group during the next 6 to 18 months to support the marketing plan.
· The aggregate plan details the aggregate production rate and the size of the workforce, which enables planners to determine the amount of inventory to be held; the amount of overtime or undertime authorized; any authorized subcontracting, hiring, or firing of employees; and back-ordering of customer orders. 
· The aggregate plan is usually updated and reevaluated monthly by the operations group.
· Companies may group products into major product families to facilitate aggregate planning. 
·  Common terms of output used in the aggregate plan are units, gallons, pounds, standard hours, and dollars.
· To summarize, the purpose of the aggregate plan is to develop production rates and authorize resources that accommodate the marketing plan and allow your company to meet the objectives of the strategic business plan. 
Financial and Engineering Plans
Financial plan
· Identifies the sources and uses of funds; projects cash flows, profits, return on investment; and provides budgets in support of the strategic business plan.
Engineering plan
· Identifies new products or modifications to existing products that are needed to support the marketing plan.
· The engineering plan supports the research and development of new products introduced in the marketing plan and subsequently planned for in the aggregate plan.
·  The sales and operations planning process evaluate the company’s performance regularly throughout the year. 
· The process begins in sales and marketing with comparisons of real demand against forecasted demand. The forecast is updated and the market reevaluated.
·  Based on the updated forecast, marketing communicates to the operations, finance, and engineering groups the proposed changes to the marketing plan and makes the changes all three groups agree on. The other groups adjust their plans accordingly. 
· If operations finance, or engineering cannot support the proposed changes to the marketing plan, marketing again revises the marketing plan.
Master Production Schedule
· Master production schedule The anticipated production schedule for the company expressed in specific configurations, quantities, and dates.
· The sales and operations plan is evaluated and updated monthly. 
· The master production schedule and the detailed sales plan are reviewed weekly or even daily. 
· The master production schedule is an anticipated production schedule and is typically stated as specific finished goods. 
· It details how operations will use available resources and which units or models will be built in each time frame. 
· This allows marketing to make informed commitments to customers. 
· Master production scheduling and customer commitments are discussed later in this chapter. 

4.1.2 Types of aggregate plans
1. Level Aggregate Plan
We categorize aggregate plans as level, chase, or hybrid plans. 
· Level aggregate plan: A planning approach that produces the same quantity each time period. Inventory and back orders are used to absorb demand fluctuations.
· A level aggregate plan maintains a constant workforce and produces the same amount of product in each time period of the plan.
· One advantage of a level production plan is workforce stability. 
· Your company sets labor and equipment capacity equal to average demand, rather than hire excess labor or buy additional tools and equipment just to meet peak demand.
·  In addition, the labor force is not subjected to varying work levels during the year, such as periods of layoff or undertime followed by periods of hiring and/or overtime. 
· The disadvantages of the level plan are the buildup of inventory and/or possible poor customer service from extensive use of back orders. 
· The level plan is often used with make-to-stock products such as stereos, kitchen appliances, and hardware.

2. Chase Aggregate Plan
· Chase aggregate plan: A planning approach that varies production to meet demand each period.
· A chase aggregate plan produces exactly what is needed to satisfy demand during each period. 
· The production rate changes in response to demand fluctuations. 
· Whereas the level aggregate plan sets capacity to accommodate average demand, the chase aggregate plan sets labor and equipment capacity to satisfy demand each period.
· The advantage of the chase plan is that it minimizes finished goods holding costs. 
· This may be a better option when a company produces make-to-order products such as custom cabinets, special-purpose equipment, one-of-a-kind items, or highly perishable products. 
· The disadvantages are constantly changing capacity needs and the need for enough equipment to meet peak demand.
·  The additional equipment needed to meet peak demand creates excess capacity in nonpeak demand periods. 
· Many options for short-term capacity changes are expensive.
3. Hybrid Aggregate Plan
· Hybrid aggregate plan A planning approach that uses a combination of level and chase approaches while developing the aggregate plan.
· A hybrid aggregate plan typically uses a combination of options. 
· With this plan, your company might maintain a stable workforce supplemented by an inventory buildup and some overtime production to meet demand. 
· Or the company may back-order a portion of its demand. 
· Any combination of options is possible.
·  Because of the number of options you can combine in a hybrid plan, you need to evaluate your company’s current situation and limit the options you choose from.



4.1.3 Aggregate planning options
Companies can choose from two groups of options when formulating an aggregate plan. The first group, demand-based options, includes two reactive options and one proactive option.
 These are
· Reactive options, in which the operations department uses inventories and back orders to react to demand fluctuations.
·  The proactive option, in which marketing tries to shift the demand patterns to minimize demand fluctuations.
· The second group, capacity-based options, changes output capacity to meet demand through the use of overtime, under time, subcontracting, hires, fires, and part-timers or temps. Let’s look at each option individually.
4.1.3.1 Demand-Based Options
· A group of options that respond to demand fluctuations through the use of inventory or back orders, or by shifting the demand pattern.
· Demand-based options, includes two reactive options and one proactive option.  These are
· Reactive options, in which the operations department uses inventories and back orders to react to demand fluctuations.
·  The proactive option, in which marketing tries to shift the demand patterns to minimize demand fluctuations.
Finished goods inventory 
· Products available for shipment to the customer.
· Using finished goods inventory to absorb demand fluctuations allows your company to develop a stable work environment.
·  The company produces at average demand levels throughout the year rather than change capacity from one period to the next. 
· When demand is less than average, the extra units go into inventory.
·  When demand exceeds production, the extra units come out of inventory.
·  Producing at average demand levels allows your company to invest less in capacity.
   Back orders: Unfilled customer orders
· Back orders result when your company does not have enough production and/or inventory on hand to cover current demand, so it promises to deliver the product to the customer at a later date.
 Customers may wait or they may take their business elsewhere. 
· When a customer is unwilling to wait, the back order turns into a lost sale. Your company must understand its customers and its marketplace to judge whether or not back orders are a viable option. If alternative products or sources are readily available, customers probably will not wait.
·  They are more likely to wait for unique products. Unique has different meanings. Perhaps your company is the sole producer of a certain product, the reputation of your company merits waiting, or the price is much lower than for any substitute product.
· Whatever your reason for choosing back orders as an option, it must be a good one if you expect a customer to wait for your product. 
· In addition to possible lost sales, your company may have extra administrative costs because of the back order, such as higher shipping costs for overnight delivery.

Shifting demand: A marketing strategy that attempts to shift demand from peak periods to nonpeak periods to smooth out the demand pattern.
· Shifting demand is a proactive marketing approach to leveling demand in which your company tries to change consumer buying patterns by offering incentives. 
· Prime examples of this are movie matinees, early-bird dinners, and preseason or off-season discounts. In most cases, there is no out-of-pocket cost to the company the profit is simply less per sale. 
· This strategy makes sense when the company has high fixed costs and low variable costs.
·  The variable cost for showing the movie is quite low. A matinee allows the theater to make better use of its capital investment.
·  Another way to level demand is offering preseason or off-season discounts. 
· Shifting some of the company’s demand means that less inventory is needed to satisfy demand during the prime season.
·  Thus the inventory investment is lower, less floor space is needed, and some customers are pleased by the discount.

4.1.3.2 Capacity-Based Options
Capacity-based options, changes output capacity to meet demand through the use of overtime, under time, subcontracting, hires, fires, and part-timers or temps. These options are required when current capacity isn’t equal to current demand.
 Each of these offers relief for fluctuating demand, but each has cost and operational implications for the company.
Overtime: Work beyond normal established operation hour that usually requires a premium be paid to the workers.
· It is the most common method for increasing output capacity. It is an expensive option, however, and should only be used short-term. Using overtime to increase output typically means your company pays a 50 percent wage premium to its workers. 
· Unfortunately, when people work overtime, their productivity does not increase proportionately, so the cost of labor per unit increases. Workers typically do not produce more during overtime.
· Worker productivity and the quality of the work may even decrease. In fact, the more overtime a company uses, the more likely it will experience reduced productivity and quality. Reduced productivity and quality tend to increase costs even more. 
· Therefore, overtime is at best a short-term option for increasing production capacity. 
· Undertime: A condition occurring when there are more people on the payroll than are needed to produce the planned output
· It results when a company does not need an employee to produce at 100 percent of his or her capability. 
· It is normally the result of reduced demand and a desire not to build up inventory levels. 
It does not cost a company a wage premium, but it does increase the labor cost per unit, because fewer units are built but regular-time wages stay the same.
·  Why would a company keep employees around if they are not needed? The answer is straightforward: economics. 
· It may be cost-effective to carry valuable workers for a short period of time if the company expects demand to return to previous levels.
·  If the company releases employees immediately, it may incur high replacement costs when it eventually hires new employees. 
· The problem with undertime is that employee morale may suffer when people realize that there is not enough work to keep everyone busy. 
· Thus undertime is also a short-term option.
· Subcontracting: Sending production work outside to another manufacturer or service provider.
· Subcontracting means letting another company do some of the work for you.
·  It provides additional output capacity during periods of high demand.
· Unlike strategic outsourcing decisions that have components, subassemblies, or final products previously done in-house instead produced by another company, subcontracting is a tactical decision as to how to increase output in periods of high demand.
· For example, a publishing company may choose to outsource technical information development (a task requiring technical writing expertise) and have no in-house capability. 
· Or a publishing company may need to subcontract additional technical information development because the in-house group has more work than it can handle.

· Outsourcing decisions identify the core business that the company is in. Subcontracting decisions provide extra capacity for the company.
· The advantages of subcontracting are additional output without investing in additional tools, equipment, and labor.
·  The disadvantage of subcontracting is the cost, which is substantial.
·  The first step is to find a qualified subcontractor for the job. 
· Then you have the additional cost of shipping parts to the subcontractor and having finished subassemblies or products shipped back to you. 
· In addition, subcontracting means your company loses some degree of control. 
· By contrast, work done in-house is always under your control: you know exactly where it is and how it is progressing.
·  Since finding a good subcontractor takes time, subcontracting is a medium- to long-term option.



Hiring and firing
 Hiring and firing Long-term option for increasing or decreasing capacity.
· Hiring and firing changes the size of the workforce. Both hiring and firing can mean high costs for your company. 
· Hiring requires the administrative work of identifying the position, communicating with potential applicants, evaluating the materials submitted by applicants, interviewing, verifying employment and references, running background checks, making decisions, verifying physical condition, making offers, and completing negotiations. 
· After the employee is hired, your company sets up payroll, health insurance, security ID and badge, computer log-in, phone extension, and so forth.
·  During employee training, output is normally lower and mistakes are typically higher. 
· Thus hiring a permanent employee is a long-term option. 
· Firing employees is also expensive. Excessive firing can lead to increased unemployment compensation premiums. 
· (Unemployment compensation is like any insurance policy: when you have a lot of claims, your rates increase.) 
· Add to that the severance pay that companies typically pay to permanently laid-off employees, and the cost mounts. Significant, too, is the expense in lost knowledge when you terminate employees.
· Employees may leave with individual know-how that the remaining workforce will have to learn for themselves. 
· For example, your employee may not have documented a minor change to the job instructions that increases productivity or improves product quality. The next employee on the job will have to learn this secret of improved output.
· Finally, you have the cost in morale, which may affect productivity. Deciding who will stay and who will go is not a pleasant exercise. 
· Some companies base the decision on seniority rather than what makes sense from an operational standpoint. 
· When senior employees remain and junior employees are forced out, the remaining employees may return to jobs that have experienced major technological change. 
· Thus respect for seniority rewards company loyalty but often at the expense of lost productivity. 
· For all of these reasons, hiring and firing employees is in the category of long-term options. 
4.4.1 Evaluating the current situation
When you are considering the different options, it is important to evaluate your company’s current situation in terms of point of departure, magnitude of the change, and duration of the change.
· The point of departure is the percentage of normal capacity your company is currently operating at. 
· At this point, subcontracting or hiring temporary workers might be more economical. If you need to increase capacity even more, maybe it is time to hire some new permanent workers. The same is true when you need to reduce capacity.
Magnitude of the change
The relative size of the change needed.
· Magnitude of the change is the size of change needed.
· Larger capacity changes need more drastic measures, such as hiring or firing a shift, and the effects on productivity are greater.
Duration of the change
· Duration of the change is the length of time you expect to need the different level of capacity.
·  If the duration is a brief seasonal surge, then hiring temporary or seasonal workers makes sense. 
· For example, many retail stores hire additional clerks during holiday seasons. Some of these employees work for several years at the same store. 
· When you expect the increased need for capacity to be permanent, a long-term solution like subcontracting or hiring new employees is more appropriate.
·  Evaluating the point of departure, magnitude of change, and duration of change allows your company to reduce the number of viable options for its aggregate plan.



4.5.1 Developing the aggregate plan
Here are the steps in developing an aggregate plan:
Step1 Identify the aggregate plan that matches your company’s objectives: level, chase, or hybrid.
Step 2 Based on the aggregate plan, determine the aggregate production rate
· If you use the level plan with inventories and back orders, the aggregate production rate is set equal to average demand. In addition, if you allow no back orders, the size of the workforce is changed initially so that all demand is met on time.
·  If you use the chase aggregate plan, calculate how much output capacity you need each period. Calculate how many units will be produced on regular time and overtime and how many units will be subcontracted.
Step 3 Calculate the size of the workforce
· If you use the level aggregate plan, calculate how many workers you need to achieve the average production rate needed.
·  If you change capacity each period with hires and fires, calculate how many workers you need each period and make the necessary change in the workforce.
· If you change capacity through a variety of options, calculate how much of a particular option you need each period.
Step 4 Test the aggregate plan
· Using the production rate and initial workforce size, calculate your inventory levels (excesses and shortages), any shortages you face, expected number of employees hired and fired, and when you will need overtime.  Calculate the total costs for your plan.
Step 5 Evaluate the plan’s performance in terms of cost, customer service, human resources, and operations.
· After you develop a plan, it is critical to evaluate it in terms of cost, customer service, operations, and human resources. 
· Cost comparisons are simple if you are comparing similar ending positions that is, plans with the same ending inventory level or producing the same number of units.
· The comparisons are less clear when plans produce different quantities and leave different ending inventories. 
· In this case, you can use a per unit cost comparison. To do this for customer service, measure how many back orders were placed during each period and throughout the duration of the plan. Decide whether this is an acceptable level of customer service to satisfy marketing’s objectives.
           
	Perspective 
	Measurements 

	Cost 
	Total cost

	
	Unit cost

	
	Inventory levels

	Customer service level 
	Number of back orders 

	
	Stability of schedule 

	
	Equipment utilization 

	
	Labor use 

	Human resources 
	Effect on workforce

	w
	Employment stability 



Workout Assignment 
2. The Wetski Water Ski Company is the world’s largest producer of water skis. As you might suspect, water skis exhibit a highly seasonal demand pattern, with peaks during the summer months and valleys during the winter months. Given the following costs and quarterly sales forecasts, use the transportation method to design a production plan that will economically meet demand. What is the cost of the plan?
	Quarter
	Sales Forecast

	1
	50,000

	2
	150,000

	3
	200,000

	4
	52,000



Inventory carrying cost 	$3.00 per pair of skis per quarter
Production per employee 	1000 pairs of skis per quarter
Regular workforce 		50 workers
Overtime capacity 		50,000 pairs of skis
Subcontracting capacity 	40,000 pairs of skis
Cost of regular production 	$50 per pair of skis
Cost of overtime production 	$75 per pair of skis
Cost of subcontracting 	$85 per pair of skis

Part II Operations Scheduling  
SCHEDULING OPERATIONS
· A company’s overall strategy provides the framework for making decisions in many operational areas. 
· Companies differentiate themselves based on product volume and product variety.
·  This differentiation affects how the company organizes its operations. 
· A company providing a high-volume, standardized, consistent-quality, lower-margin product or service such as a commercial bakery or a fast-food restaurant focuses on product and layout. 
· This type of operation needs dedicated equipment, less-skilled employees, and a continuous or repetitive process flow. 
· Companies providing low-volume, customized, higher-margin products or services, such as a custom furniture maker or an upscale restaurant, focus on process. 
· They need general-purpose equipment, more highly skilled employees, and flexible process flows. 
· Each kind of operation needs a different scheduling technique. Let’s look at high-volume operations first.
HIGH-VOLUME OPERATIONS
· Flow operations: Processes designed to handle high-volume, standard products.
· High-volume operations, also called flow operations, can be repetitive operations for discrete products like automobiles, appliances, or bread, or services like license renewals at the Division of Motor Vehicles. 
· Or they can be continuous operations for goods produced in a continuous flow as in a product like gasoline or a service like waste treatment. 
· High-volume standard items, either discrete or continuous, have smaller profit margins, so cost efficiency is important. 
· Companies achieve cost efficiency in a high-volume operation through high levels of labor and equipment utilization.
· Design of the work environment ensures a smooth flow of products or customers through the system.
·  Flow operations have the following characteristics.
Characteristics of Flow Operations
· Routing: Provides information about the operations to be performed, their sequence, the work centers, and the time standards.
· Flow operations use fixed routings the product or service is always done the same way in the same sequence with the same workstations. 
· The workstations are arranged sequentially according to the routing.
·  Similar processing times are needed at each workstation to achieve a balanced line.
· Workstations are dedicated to a single product or a limited family of products. They use special-purpose equipment and tooling. 
· In a service operation, individuals performing a specific but limited activity are the equivalent of special-purpose equipment.
·  For example, when you attend the theater, you go through a number of processing points.
· First you buy the tickets at the box office. 
· Then you hand the ticket to the ticket taker.
·  Next you are escorted to your seat by an usher. 
· Each person attending the performance goes through these same processing points.
· Material flows between workstations may be automated. 
· A well-designed system minimizes work-in-process inventory and reduces the throughput time for the product or service.
·  The design of the production line dictates the capacity of the flow system.
· Bottleneck: A facility, department, or resource whose capacity is less than the demand placed on it.
· The workstation or processing point that needs the greatest amount of time is the system’s bottleneck, which determines how many products or services the system can complete. 
· Thus the goal is to sequence the operations so they need the least control possible.
· A major concern with flow operations is employee boredom with repetitive tasks.
· Companies use techniques like job enrichment, job enlargement, and job rotation to reduce boredom and maximize line output. 
· At the other extreme in scheduling environments is the low-volume operation, discussed next.
LOW-VOLUME OPERATIONS
· Low-volume or job-shop operations are used for high-quality, customized products such as custom stereo systems or custom automobile paint jobs, or for services such as personal fitness, with higher profit margins. 
· Companies with low-volume operations use highly skilled employees, general-purpose equipment, and a process layout. 
· The objective is flexibility, both in product variation and product volume.
·  Equipment is not dedicated to particular jobs but is available for all jobs. 
· In low-volume operations, products are made to order. 
· Each product or service can have its own routing through a unique sequence of workstations, processes, materials, or setups. 
· As a result, scheduling is complex. 
· The workload must be distributed among the work centers or service personnel.
·  A useful tool for viewing the schedule and workload is a Gantt chart. Let’s look at how a Gantt chart is used.

Gantt Chart
Gantt charts are named after Henry Gantt, who developed these charts in the early 1900s. A Gantt chart is a visual representation of a schedule over time. Two kinds of Gantt charts are the load chart and the progress chart.

Load Chart The load chart shows the planned workload and idle times for a group of machines or individual employees or for a department.

Progress Chart The progress chart monitors job progress by showing the relationship between planned performance and actual performance.

    SCHEDULING WORK
Two kinds of work scheduling or work loading are infinite loading and finite loading. Infinite loading schedules work without regard to capacity limits. They let you know how much capacity you need to meet a schedule.
· Infinite loading Scheduling that calculates the capacity needed at work centers in the time period needed without regard to the capacity available to do the work.
· Infinite Loading: Manufacturing companies can use infinite loading according to a proposed master production schedule (MPS). 
· A service organization like a law firm can use infinite loading to identify the resources needed to complete the proposed case load. 
· Infinite loading identifies uneven workloads and bottlenecks.
· Finite loading: Scheduling that loads work centers up to a predetermined amount of capacity.
· Finite Loading Finite loading is an operational schedule with start and finish times for each activity. 
· It does not allow you to load more work than can be done with the available capacity.
· The finite loading schedule shows how a company plans to use available capacity at each work center.
·  In a manufacturing company, the schedule shows the jobs to be done at a particular work center if the work center uses a set number of production hours each day. 
· Companies benefit from both infinite and finite loading.
·  Infinite loading identifies resource bottlenecks for a proposed schedule so that planners can find solutions proactively, such as changing the schedule and increasing the resource capacity. 
· Finite loading develops the operational schedule that uses the available capacity.
·  Finite and infinite loading assign work to specific work centers based on a proposed schedule. 
· Both techniques use either a schedule (infinite loading) or a prioritized list of jobs to be done (finite loading). 
· Two additional techniques are forward scheduling and backward scheduling.

Forward Scheduling 
Forward scheduling:  Schedule that determines the earliest possible completion date for a job.
Due date Time when the job is supposed to be finished.
· With forward scheduling, processing starts immediately when a job is received, regardless of its due date. 
· Each job activity is scheduled for completion as soon as possible, which allows you to determine the job’s earliest possible completion date.

Backward Scheduling
Backward scheduling: Scheduling method that determines when the job must be started to be done on the due date.
Slack The amount of time a job can be delayed and still be finished by its due date.
· With backward scheduling, you begin scheduling the job’s last activity so that the job is finished right on the due date. 
· To do this, you start with the due date and work backward, calculating when to start the last activity, when to start the next-to-last activity, and so forth. 
· When you are using backward scheduling and forward scheduling together, a difference between the start time of the first activity indicates slack in the schedule. 
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[bookmark: _Toc395109040]QUALITY MANAGEMENT and CONTROL
Objectives

· Properly define the term quality and Kaizen philosophy
· Understand why organizations have the motive to produce quality products.
· Understand each of the attributes of product quality.
· Know what total quality management (TQM) and its underlying principles means.
· Distinguish costs of good quality from costs of poor quality.
· Understand and appreciate the importance team formation for ensuring quality.
· Be able measure costs of quality.
· Know what business partners are and how each of them can influence quality of the business’s product. 
[bookmark: _Toc395109041]11.1. Introduction
After World War II, when the consumption of goods and services expanded drastically in the United States, quality was not a big concern to consumers or producers. Consumers purchasing U.S. goods and services assumed they were getting the best products available; that they were of good quality was accepted without question. This began to change during the 1970s due mainly to foreign competition, especially from Japan, in the market for manufactured goods and electronic products. Consumers began to have more choices and more information to help them make these choices. This resulted in higher expectations for products and services. Consumers found that they could demand-and priced affordably and competitively.

 In this new environment of increased completion from foreign companies, quality not only allows for product discrimination, but also has become a marketing weapon. Quality products meet customers’ expectations and requirements and for businesses quality products are dependable, marketable with high caliber of attracting new customers and retaining the current ones. Quality products boost businesses’ market share, sales volume and profit levels and insure their sustainability. 
[bookmark: _Toc395109042]11.2. The Meaning of Quality
Quality can be defined in many ways depending on who defines it and to what a specific product it relates. American National Standards Institute (ANSI) defines quality as the totality of features and characteristics of a product or service that nears on its ability to satisfy given needs. Quality can be defined differently as the “integrity in delivering what a customer has a legitimate right to expect in view of what was promised at the time of the agreement to purchase.”  This dynamic definition of quality recognizes that quality levels and expectations always move upward. For one variable, quality depends on who defines it and for another, it depends on time. 

Quality is not the same as product features; adding more features does not necessarily increase quality. Features are attributes designed into a product to help it meet the special needs of the customer, and they often help to define the market niche for a good or service. Quality depends, however, on whether each product feature performs as the firm led the customer to believe that it should. 
Quality can still be defined in terms of certain traits or attributes which identify aspects of the good or service that people can measure to assess quality. Seven general attributes contribute to quality are: 
Functionality: functionality gives a yes/no type of answer to the question whether or not a good or service performs as expected at the time of use. For example, a user judges the functionality of a computer at every power up. If the computer works when the user turns on the power, then it passes the functionality test. 
Reliability: reliability measures how long a product performs before it fails. A package of light bulbs lists average of lumen hours as an indicator of its reliability. An average lumen hours rating of 750, for example, indicates that a typical light bulb should light for 750 hours before it needs replacement. This figure indicates the reliability of the light bulb.
Durability: durability, like reliability, measures a product’s performance over time, but with emphasis on performance under adverse conditions. Many product claims trumpet this attribute of quality. Manyproducers of hand watches usually trumpet that their watches are water proof.
Durability is important to many customers because it indicates the robustness of the products they purchase. Durable products encourage user confidence; a durable camera should withstand punishment such as falling of tables or down stairs without needing repairs. 
Safety: safety measures the likelihood of harm from a good or service. It is the assurance that the customer will not suffer injury or harm from a product; an especially important consideration for automobiles. 
Aesthetics: reflects a highly subjective assessment of how a product appears feels, sounds, tastes, or smells. A car buyer may evaluate aesthetic issues such as the fit and finish of the body panels or the smoothness of the paint job. Aesthetics are important because people want to buy products that both work and look “right.” They judge the quality levels of restaurants and hotels, not simply on speedy service, but also on overall appearance and cleanliness. 
PerceivedQuality: customers do not always have complete information about the overall quality of a food or service. Such customers must base their assessments of quality on such factors as advertisements, media reports, reputations, and past experiences to indicate perceived quality. For example, Sony Company has been producing plenty of electronic products on which it has developed reputation for durability.  If it were now to announce to produce new generation of TV sets, customers would like to welcome them as high quality products because of the already developed goodwill on the durability of TV sets the company has been producing and selling across the world.
The seven attributes of quality give operations managers important help in identifying ways that their companies can compete on quality. Firms can compete by stressing different quality traits. In the microcomputer industry, for example, Dell competes on serviceability; Hewlett-Packard and IBM compete on durability and perceived quality.By stressing attributes of quality different from those offered by competitors (provided that customers value identified differences), a firm can try to differentiate its products and make them unique.
[bookmark: _Toc395109043]11.3. Total Quality Management
To make sure that products and services have the quality, they have been designed for, a commitment to quality throughout the organization is required. This approach to the management of quality throughout the organization has evolved into what is referred to as total quality management or total quality management (TQM). Put differently, total quality management is the complete commitment of all parts of a firm to the quality mission. An important part of TQM is listening to the customer. This process includes customer surveys and focus groups to find out what the customer wants, distilling this information, prioritizing customers needs, and linking those needs to the design of the product. So, customers are the focal point of effort in total quality management.
[bookmark: _Toc395109044]11.3.1. The Evolution of Total Quality Management
A handful of prominent individuals have had a dramatic impact on the rise of quality awareness in the United States, Japan and other countries. Of these “quality Gurus” W. Edwards Deming has been the most prominent. Deming has, while working in the Census Bureau, introduced the use of statistical process control to monitor the mammoth of key punching data census questionnaire onto millions of punch cards. During World War II, Deming developed a national program of 8-and 10-day courses to teach statistical quality-control techniques to over 10,000 engineers at companies that were suppliers to the military during the war and by the end of the Second World War, Deming had an international reputation. 
Deming’s approach to quality management advocated continuous improvement of the production process to achieve conformance to specifications and reduce variability. He identified two primary sources of process improvement:  eliminating common causes of quality problems, such as poor product design and insufficient employee training, and eliminating special causes,  such as specific equipment or an operator. Deming emphasized the use statistical quality-control techniques to reduce variability in the production process. He dismissed the use of final product inspection as coming too late to reduce product defects. Primary responsibility for quality improvement, he said, was employees’ and management’s. He promoted extensive employee involvement in a quality improvement program, and he recommended training for workers in quality-control techniques and methods. Deming’s approach to total quality management is summarized below:
· Create constancy of purpose toward product improvement to achieve long-term organizational goals. 
· Adopt a philosophy of preventing poor-quality products instead of acceptable levels of poor quality as necessary to compete internationally.
· Eliminate the need for inspection to achieve quality by relying instead on statistical quality control to improve product and process design. 
· Select a few suppliers or vendors based on quality commitment rather than competitive prices. 
· Constantly improve the production process by focusing on the two primary sources of quality problems, the system and employees, thus increasing productivity and reducing costs. 
· Institute worker training on the prevention of quality problems and the use of statistical quality-control techniques.
· Instill leadership among supervisors to help employees perform better.
· Encourage employee involvement by eliminating the fear of reprisal for asking questions or identifying quality problems. 
· Eliminate barriers between departments, and promote cooperation and a team approach for working together. 
· Eliminate slogans and numerical targets that urge employees to achieve higher performance levels without first showing them how to do it.  
· Eliminate numerical quotas that employees attempt to meet at any cost without regard for quality.
· Enhance worker pride, artisanry, and self-esteem by improving supervision and the production process so that employees can perform to their capabilities. 
· Institute vigorous education and training programs in methods of quality improvement throughout the organization, from top management down, so that continuous improvement can occur. 
· Develop a commitment from top management to implement the above 13 points. 
[bookmark: _Toc395109045]11.3.2. Principles of Total quality Management
Although companies use different terms to refer to their approach to quality, they mean essentially the same thing and embody many of the same concepts: strategic goals, total commitment, continuous improvement, comprehensive focus, employee responsibility, job training and so forth. Total quality management represents a set of management principles hat focus on quality improvement as the driving force in all functional areas and at all levels in a company. These principles are:
· The customer defines quality, and customer satisfaction is the top priority.
· Top management must provide the leadership for quality. 
· Quality is a strategic issue and requires a strategic plan. 
· Quality is the responsibility of every employee at every level of the organization.
· All functions of the company must focus on continuousqualityimprovement to achieve strategic goals. 
· Quality problems are solved through cooperation among employees and management. 
· Problem solving and continuous quality improvement use statisticalquality-control methods.
· Training and education of all employees is the basis for continuous quality improvement. 
[bookmark: _Toc395109046]11.4. Kaizen and Continuous Quality Improvement
Kaizen is the Japanese term for continuous improvement, not only in the workplace but also in one’s personal life, home life, and social life. In the workplace, kaizen means involving everyone in a process of gradual, organized, and continuous improvement. Every employee within an organization should be involved in working together to make improvements. If an improvement is not part of a continuous, ongoing process, it is not considered kaizen. 
Employees are most directly involved in kaizen when they are determining solutions to their own problems. Employees are the real experts in their immediate workspace. In its most basic form, kaizen is a system in which employees identify many small improvements on a continual basis and implement these improvements themselves. Employees identify a problem, come up with a solution, check with their supervisor, and then implement it. This works to involve all employees in the improvement process and gives them a feeling that they are really participating in quality improvement, which in turn keeps them excited about their jobs. Nothing motivates someone more than when he/she comes up with a solution to his/her own problem. Small individual changes have a cumulative effect in improving entire process, and with this level of participation improvement occurs across the entire organization. No companywide TQM program can succeed without this level of total employee involvement in continuous improvement. 

Quality Circles
One of the first team-based approaches to quality improvement was quality circles. Called quality-control circles in Japan when they originated during the 1960s, they were introduced in the United States in the 1970s. A quality circle is a small, voluntary group of employees and their supervisor(s), comprising a team of about 8 to 10 members from the same work area or department. The supervisor is typically the circle moderator, promoting group discussion but not directing the group or making decision; decisions result from group consensus. A circle meets about once a week during company time in a room designated especially for that purpose, where the team works on problems and projects of their own choice. These problems may not always relate to quality issues; instead, they focus on productivity, costs, safety, or other work-related issues in the circle’s area. Quality circles follow an established procedure for identifying, analyzing, and solving quality related (or other) problems. 

A group technique for identifying and solving problems is brainstorming to generate ideas. Free expression is encouraged, and criticism is not allowed. Only after brainstorming is completed are ideas evaluated.


Process Improvement Teams 
Process improvement teams, also called quality improvement teams (QIT), focuses attention on business processes rather than separate company functions. It was noted previously that quality circles are generally composed of employees and supervisors from the same work area or department, whereas process improvement teams tend to be cross functional or even cross-business between suppliers and their customers. A process improvement team would include members from the various interrelated functions or departments that constitute a process. For example, a process improvement team for customer service might include members from distribution, packing, manufacturing and human resources. A key objective of a process improvement team is to understand the process the team is addressing in terms of how all the parts (functions and departments) work together. The process is then measured and evaluated, with the goal of improving the process to make it more efficient and the product or service better. 
[bookmark: _Toc395109047]11.5. Total Quality Management and Business Partners
Companies know that to satisfy customers requires not only their own commitment to quality, but also the support and resources of its business partners, or suppliers. This is especially true of companies that outsource many of their activities to suppliers. Companies and their suppliers must work together to meet the needs of the company’s customers. In TQM, a partnership exists between the supplier and its customer wherein the supplier is expected to manage its own quality effectively so that the company it supplies can count on the quality of the materials, parts, and services it receives. Companies that have adopted TQM do not expect to have to inspect materials and parts from their suppliers to see if defects exist; this defeats the purpose of their own quality program. 

Many TQM companies have reduced their numbers of suppliers in order to have more direct influence over their suppliers’ quality and delivery performance, which was one of the Deming’s 14 points. Called single-sourcing, it is based on the notation that if a company does have a major portion of a supplier’s business, then the supplier is more willing to meet the customer’s quality standards. The company and supplier enter into a business relationship referred to as partnering, in which the supplier agrees to meet the company’s quality standards. The company and supplier enter into a long-term purchasing agreement with the supplier that includes a stable order and delivery schedule. 
In order to ensure that its supplier meets its quality standards, a company will often insist that the supplier adopt a TQM program similar to its own, or a company’s TQM program will include its suppliers. Still other companies require that their suppliers achieve ISO 9000 certification, an international quality standard that ensures a high industry standard of quality. 
[bookmark: _Toc395109048]11.6. Continuous Improvement
Continuous improvement as defined by Chase (1998) is a management philosophy that approaches that the challenge of product and process improvement as a never-ending process of achieving small wins. It is an integral part of a total quality management system. Specifically, continuous improvement seeks continual improvement of machinery, materials, labor utilization, and production methods through application of suggestions and ideas of team members.  Although continuous improvement has historically been used predominantly by Japans and Western manufacturing industries as an approach to achieve a “big win”, it has become quite common in service industries as well. 
[bookmark: _Toc395109049]11.7. Benchmarking for Continuous Improvement
The continuous improvement described above is more or less inward looking in that it aims at making improvements by analyzing in detail the current practices of the company itself. Benchmarking, however, goes outside the organization to examine what industry competitors and excellent performers outside the industry are doing. Its basic objective is simple: find the best practices that lead to superior performance and see how you can use them. Benchmarking typically involves the following steps:
1. Identifying those processes that seek improvement. This is equivalent to selecting a theme in continuous improvement. 
2. Identifying a firm that is the world leader in performing the process. For many processes, this may be a company that is not in the same industry. 
3. Contacting the managers of that company and make a personal visit to interview managers and workers. Many companies select a team of workers from that process to be on a benchmarking team as part of a continuous improvement program. 
4. Analyzing data: This entails looking at gaps between what your companies is doing and what the benchmark company is doing. There are two aspects of the study: one is comparing the actual process; the other is comparing the performance of those processes according to some set of measures. The processes are often described using flow charts or written descriptions. In some cases companies permit videotaping, although there is a tendency now for benchmarked companies to keep things under wraps in fear of giving away process secretes. 
Typical performance measures for process comparisons are breakouts of costs, quality, and service, such as cost per order, percent defectives, and service response time. 
[bookmark: _Toc395109050]11.8. The Cost of Quality
Quality costs are costs incurred to achieve good qualities and to satisfy the customer, as well as costs incurred when quality fails to satisfy the customer. Thus, quality costs fall into two categories; the cost associated with poor-quality products, also referred to as the cost of not conforming to specifications. 
[bookmark: _Toc395109051]11.8.1. The Cost of Achieving Good Quality
The costs of quality management program are generally categorized into prevention costs and appraisal costs. 
1. Prevention Costs
Prevention costs are the costs of trying to prevent poor-quality products from reaching the customer. Prevention reflects the quality philosophy of “do it right the first time,” the goal of a quality-management program.
Quality Planning Costs: the costs of developing and implementing the quality-management program. 
Product Design Costs: the costs of designing products with quality characteristics.
Process Costs: the costs expended to make sure the production process conforms to quality specifications.
Training Costs:  Are the costs of developing and putting on quality training programs for employees and management.
Information Costs: Are the costs of acquiring and maintaining data related to quality, and the development and analysis of reports on quality performance. 
2. Appraisal Costs 
Appraisal costs are the costs of measuring, testing, and analyzing materials, parts, products, and the productive process to ensure that product-quality specifications are being met. Examples of appraisal costs include:
Inspection and Testing Costs: are the costs of testing and inspection of materials, parts, and the product at various stages and at the end of the process. 
Equipment Testing Costs: are the costs of maintaining equipment used in testing the quality characteristics of products. 
Operator Costs: Are the costs of the time spent by operators to gather data for testing product quality, to make equipment adjustments to maintain quality, and to stop work to assess quality. 
Appraisal costs tend to be higher in a service organization than in a manufacturing company and, therefore, are a greater production of total quality costs. Quality in services is related primarily to the interaction between an employee and a customer, which makes the cost of appraising quality more difficult. Quality appraisal in a manufacturing operation can take place almost exclusively in-house; appraisal of service quality usually requires customer interviews, surveys, questionnaires, and the like.
[bookmark: _Toc395109052]11.8.2. The Cost of Poor Quality
Costs associated with poor quality are also referred to as cost of nonconformance, or failure costs. The cost of failures is the difference between what it actually costs to produce a product or deliver a service and what it would cost if there were no failures. 
The cost of poor quality can be categorized as internal failure costs and external failure costs. Internal failure costs are incurred when poor-quality products are discovered before they are delivered to the customer. 
3. Internal failure costs
Scrap Costs: are the costs of poor-quality product that must be discarded, including labor, material, and indirect costs. 
Rework Costs: are the costs of fixing defective products to confirm to quality specifications. 
Process Failure Costs: are the costs of determining why the production process is producing poor-quality products. 
Process Downtime Costs: are the costs of shutting down the productive process to fix the problem.
4. External Failure Costs
External failure costs are incurred after the customer has received a poor-quality product and are primarily related to customer service. External failure costs include:
Customer Complaint Costs: are the costs of investigating and satisfactorily responding to a customer complaint resulting from a poor-quality product. 
Product Return Costs: are the costs of handling and replacing poor-quality products returned by the customer. 
Warranty Claim Costs: are the costs of complying with product warranties. 
Product Liability Costs: are litigation costs resulting from product liability and customer injury. 
Lost Sales Costs: are costs incurred because customers are dissatisfied with poor-quality products and do not make additional purchases. 
[bookmark: _Toc395109053]11.8.3. Measuring Quality Costs
Collecting data on quality can be difficult. The cost of lost sales, responding to customer complaints, process downtime, operator testing, quality information, and quality palling and product design are all costs that may be difficult to measure. These costs must be estimated by management. Training costs, inspection and testing costs, scrap costs, the cost of product downgrading, product return costs, warranty claims, and liability costs can usually be measured. Many of these costs are collected as part of normal accounting procedure. 
Management wants quality costs reported in a manner that can be easily interpreted and is meaningful. One format for reporting quality costs is with index numbers, or indices. Index numbers are ratios that measure quality costs relative to some base value, such as the ratio of quality costs to total sales revenue or the ratio of quality costs to units of final product. These index numbers are used to compare quality management efforts between time periods or between departments or functions. Index number themselves do not provide very much information about the effectiveness of a quality-management program they usually will do not show directly that a company is producing good-or poor quality products. These measures are informative only when they are compared to some standard or other index. Some common index measures are: 
Labor index: The ratio of quality costs to direct labor hours utilized; it has the advantage of being easily computed (from accounting records) and easily understood, but it is not always effective for long-term comparative analysis when technological advances reduce labor usage.
Costindex: The ratio of quality cost to manufacturing cost (direct and indirect cost); it is easy to compute from accounting records and is not affected by technological changes. 
Sales index: the ratio of quality cost to sales; it is easily computed, but it can be distorted by changes in selling price and costs. 
Production index: The ratio of quality costs to units of final product; it is easy to compute from accounting records but is not effective if a number of different products exist. 

Example 1
Assume Mesfin Industrial Engineering (MIE) PLC produces small water pump motors for irrigation use by domestic farmers. The organization institutes quality Management Program in 2001 and has recorded the following quality cost data and accounting measures for four years.










	
	Year

	
	2001
	
	2002
	
	2003
	
	2004

	Quality Costs:
	
	
	
	
	
	
	

	Prevention
	$27,000
	
	41,500
	
	74,600
	
	112,300

	Appraisal
	155,000
	
	122,500
	
	113,400
	
	107,000

	Internal failure 
	386,400
	
	469,200
	
	347,800
	
	219,100

	External failure 
	242,000
	
	196,000
	
	103,500
	
	106,000

	Total 
	$810,400
	
	829,200
	
	639,300
	
	544,400

	Accounting Measures:
	
	
	
	
	
	
	

	Sales 
	$4,360,000
	
	4,450,000
	
	5,050,000
	
	5,190,000

	Manufacturing costs 
	1,760,000
	
	1,810,000
	
	1,880,000
	
	1,890,000



The organization wants to assess its quality-assurance program and develop quality index numbers using sales and manufacturing cost bases for the four-year period. 
Solution
The company experienced many of the typical outcomes when its quality assurance program was instituted. Approximately 78 percent the organization’s total quality costs frequently contribute 50 to 90 percent of overall costs.  The typical reaction to high failure costs is to increase product monitoring and inspection to eliminate poor-quality products, resulting in high appraisal costs. This appeared to be the strategy employed by the company when its quality-management program was initiated in 2001. In 2002 MIE was able to identify more defective items, resulting in an apparent increase in internal failure costs and lower external failure costs (as fewer defective products reached the customer).

During 2001 and2002, prevention costs were modest. However, prevention is critical in reducing both internal and external failures. By instituting quality training programs, redesigning the production process, and planning how to build in product quality, company are able to reduce poor-quality products within the production process and prevent them from reaching the customer. This was the case at MIE, because prevention costs increased by more than 300 percent during the four-year period. Since fewer poor-quality products are being made, less monitoring and inspection is necessary, and appraisal costs thus decline. Internal and external failure costs are also reduced because of a reduction in defective products. In general, an increase in expenditures for prevention will result in a decrease in all other quality-cost categories. It is also not uncommon for a quality-management program to isolate one or two specific quality problems that, when prevented, have a large impact on overall quality cost reduction. Quality problems are not usually evenly distributed throughout the production process; a few isolated problems tend to result in the majority of poor-quality products. 
The company also desired to develop index numbers using quality costs as a production of sales and manufacturing costs, generally two of the more popular quality indexes. The general formula for these index numbers is:

Quality index
For example, the index number for 2001 sales is:

Quality cost per sale 
The quality index numbers for sales and manufacturing costs for the four-year period are given in the following table:
	Year
	Quality Sales Index
	Quality Manufacturing Cost Index

	2001
	18.58
	46.04

	2002
	18.63
	45.18

	2003
	12.66
	34.00

	2004
	10.49
	28.80



These index numbers alone provide little insight into the effectiveness of the quality-management program; however, as a standard to make comparisons over time they can be useful.
The company quality index numbers reflect dramatically improved quality during the four-year period. Quality costs as a production of both sales and manufacturing costs improved significantly. Quality index numbers do not provide information that will enable the company to diagnose and correct quality problems in the production process. They are useful in showing trends in product quality over time and reflecting the impact of product quality relative to accounting measures with which managers are usually familiar. 
[bookmark: _Toc395109054]Review and Discussion Questions
1. Suppose that you have to buy a book for class. One of two books on the bookstore shelf is in perfect condition with no rips, tears, bent pages, or tears in the cover. The other book has a large scratch down the front cover. Both books have all of the actual text intact, and both are identically priced. Which book do you buy? Why
2. Think of the styles of clothes you have wore so far at different times in your life and wearing all of them now for the second time. What feelings do you have on wearing them now for the second time? What quality implications do your feelings have?

3. Commercial Bank of Ethiopia has purchased and installed an automated teller machine (ATM) at the gates of its branch offices in the Mekelle town. Its general manager has organized a team of experts to access each of these machines. The trial of accessing the machines aims at testing which of the seven qualities attributes?
4. How does the consumer’s perspective quality differ from the producer’s?
5. Briefly describe the dimensions of quality.
6. How does quality of design differ from quality of conformance?
7. Define the two major categories of quality cost and how they relate to each other.
8. What is the difference between internal and external failure costs?
9. Consider your school (university or college) as a production system in which the final product is a graduate. For this system:
a. Define quality from the producer’s and customer’s perspectives.
b. Develop a fitness-for-use description for final product quality.
c. Give examples of the cost of poor quality (internal and external failure costs) and the cost of quality assurance (prevention and appraisal) costs.
d. Describe how quality circles might be implemented in a university setting. Doe you think they would be effective?
10. Briefly discuss the concepts of :
a. business process engineering
b. benchmarking
c. Total quality management
d. kaizen and 
e. continuous improvement 



[bookmark: _Toc395109056]STATISTICAL QUALITY CONTROL
Objectives

· To know how quality control has practically evolved. 
· To clearly differentiate the assignable variations from the normal variations of a typical production process.
· To understand what variable and attribute measurements mean and distinguish one from the other. 
· To know what quality control charts we can employ to control quality and the situations in which we can apply each them.
[bookmark: _Toc395109057]12.1. The Evolution of Quality Control
Prior to the 1990s, U.S. industry was largely characterized by small shops making relatively simple products, such as candles or furniture. In these small shops, the individual worker was generally a craftsman who was completely responsible for the quality of the work. The worker could ensure the quality through the personal selection of the material, skillful manufacturing, and selective fitting and adjustment. 
In the early 1990s, factories sparing up, where people with limited training were formed into large assembly lines. Products became much more complex. The individual worker no longer had complete control over the quality of the product. A semi-professional staff usually called the inspection department became responsible for the quality of the product. The quality responsibility was usually fulfilled by 100 percent inspection of all the important characteristics. If there were any discrepancies noted, these problems were handled by the manufacturing department supervisor. In essence, quality was attained by “inspecting the quality into the product.”
During the 1920s Dr. Walter A. Shewhart, of the Bell Telephone Laboratories, developed the concepts of statistical quality control. He introduced the concept of controlling the quality of the product as it was being manufactured, rather than inspecting the quality into the product after it was manufactured. For the purpose of controlling quality, Shewhart developed charting techniques for controlling in-process manufacturing operations. In addition, he introduced the concept of statistical sample inspection to estimate the quality of a product as it was being manufactured. This replaced the old method of inspecting each part after it was completed in the production operation. 
Statistical quality control really came into its own during World War II. The need for mass-produced war related items, such as bomb sights, accurate radar, and other electronic equipment, at the lowest possible cost hastened the use of statistical sampling and quality control charts. Since World War II, these statistical techniques have been refined and sharpened. The use of computers in the last decade has also widened the use of these techniques. 
World War II virtually destroyed the Japans production capability. Rather than retool their old production methods, the Japans enlisted the aid of the late Dr. W. Edwards Deming, of the United States Department of Agriculture, to help them develop an overall plan. In a series of seminars with Japans planners, he stressed a philosophy that is known today as Deming’s 14 points. He emphasized that quality originates from improving the process, nor from inspection. Also, that quality is determined by the customers. The manufacturer must be able, via market research, to anticipate the needs of customers. Upper management has the responsibility for long-term improvement. Another of his points, and one that the Japans strongly endorsed, is that every member of the company must contribute to the long-term improvement. To achieve this improvement, ongoing education and training are necessary. 
Deming had some ideas that did not mesh with contemporary management philosophies in the United States. Two areas where Deming’s ideas differed from U.S. management philosophy were with production quotas and merit ratings. He claimed these two practices, which are both common in the United States, are not productive and should be eliminated. He also pointed out that U.S. managers are mostly interested in good news Good news, however, does not provide an opportunity for improvement. On the other hand, bad news opens the door for new products and allows for company improvement. 
Listed below, in a condensed form are Deming’s 14 points. He was adamant that the 14 points needed to be adopted as a package in order to be successful. The underlying theme is cooperation, teamwork, and the belief that workers want to do their jobs in a quality fashion. 
1. Create constancy of purpose for the continual improvement of products and services to society. 
2. Adopt a philosophy that we can no longer live with commonly accepted levels of delays, mistakes, defective materials, and defective workmanship. 
3. Eliminate the need for mass inspection as the way to achieve. Instead achieve by building the product correctly and in the first place. 
4. End the practice of awarding business solely on the basis of price. Instead require meaningful measures of quality along with the price. 
5. Improve constantly and forever every process for planning, production, and services.
6. Institute modern methods of training on the job for all employees, including mangers. This will lead to better utilization of each employee. 
7. Adopt and institute leadership aimed at helping people do a better job.
8. Encourage effective two-way communication and other means to drive out fear throughout the organization so that everyone may work more effectively and more productively for the company. 
9. Break down barriers between departments and staff areas.
10. Eliminate the use slogans, posters, and exhortations demanding zero defects and new levels of productivity without providing methods.
11. Eliminate work standards that prescribe quotas for the workforce and numerical goals for people in management. Substitute aids and helpful leadership in order to achieve continual improvement in quality and productivity.
12. Remove the barriers that rob hourly workers and the people in the management of their right to pride of workmanship. 
13. Institute vigorous program of education and encourage self-improvement for everyone. What an organization needs is good people and people who are improving with education. Advancement to a competitive position will have its roots in knowledge. 
14. Define clearly management’s permanent commitment to ever-improving quality and productivity to implement all of these principles. 
[bookmark: _Toc395109058]12.2. Types of Variation
No two parts are exactly the same. There is some variation. Messebo Building Materials Production PLC, for instance, produces cement packing in 50kgs. Each of the successive packets does not exactly weight 50kg. Some weigh more than 50kg, others do weigh less.  Alaje Mercy Natural Spring Water treats and packs natural spring water in 2 liters. This does not, however, mean each successive bottle of the water measures exactly 2 liters. Some of the bottles measure more than 2liters, while others weigh less than 2 liters. This fact is true of all other water producing enterprises in Ethiopia, and elsewhere around the world.  If you take look bottles of a soft drink in a grocery store around your vicinity, you will notice that no two bottles are filled to exactly the same level. Some are filled slightly higher and some slightly lower, but if you see the volume measure of the identical bottles indicated on each bottle, they all are the same.  No two products are exactly alike because of slight differences in materials, workers, machines, tools, and other factors. Generally speaking, every production process does not produce successive items of products with exactly equal measures of their product characteristics (weight, height, volume, diameter as measure of width and so forth), nor is it  expected to do so.

The main interest of operations managers here is not the prevalence of the variation between the quality characteristic measures of each individual item and the predetermined standard, usually the average. It is rather the magnitude of the variation which operations managers do and should have an interest on because it does have a connotation on how much healthy a production process is and ,thus, how much qualified the products produced by such a process are. Generally speaking, there are two causes of variation:
[bookmark: _Toc395109059]12.2.1. Normal Variation
Normal variation also called chance variation is random in nature. This type of variation cannot be completely eliminated unless there is a major change in the equipment or material used in the process. Internal machine friction, slight variations in material or process conditions (such as temperature, humidity, and the dust content of the air), and vibrations transmitted to a machine from a passing forklift are a few examples of sources of chance variation. 
[bookmark: _Toc395109060]12.2.2. Assignable Variation
Assignable variation is a variation that takes place because of significant problems in raw materials, machine operators, and mechanical breakdowns of machines and / or their spare parts and so forth. Unlike the chance or random variation, assignable variation can be corrected by taking corrective actions on the sources for such the variations. 
[bookmark: _Toc395109061]12.3. Quality Measures: Attributes and Variables
The quality of the product or service can be evaluated using either an attribute of the product or service or a variable measure. 

Attributes:Is a product characteristic that can be evaluated with a discrete response (good/bad, yes/no). An attribute is a product characteristic such as color, surface texture, cleanliness, or perhaps smell or taste. Attributes can be evaluated quickly with a discrete response such as good or bad, acceptable or not, or yes or no. Even if quality specifications are complex and extensive, a simple attribute test might be used to determine whether or not a product or service is defective. An attribute evaluation is sometimes referred to as a qualitative classification, since the response is not measured. For example, an operator might test a light bulb by simply turning it on and seeing if it lights or not. If it does not, it can be examined to find out what the exact technical cause for failure is.

Variable: Is a product characteristic that is measured on a continuous scale such as length, weight, temperature, or time. For example, the amount of liquid detergent in a plastic container can be measured to see if it confirms to the company’s product specifications. Or the time it takes to serve a customer at Mekelle Branch Commercial Bank of Ethiopia can be measured to see if it is quick enough. Since a variable evaluation is the result of some form of measurement, it is sometimes referred to as quantitative classification method. Because it is a measurement, a variable classification typically provides more information about the product; the weight of a product is more informative than simply saying the product is good or bad. 
[bookmark: _Toc395109062]12.4. Designing Quality Control Systems
Every quality control must start with the process itself. According to G. Schroeder (2007), a production process is composed of many sub processes, each having its own intermediate product or service. A process can be an individual machine, a group of machines, or any of the many clerical and administrative processes that exist in an organization. The Mekelle University’s Adi-Haqui Campus Registration process, for example, consists of  departments offering the list of courses every semester; the student support processing recording , processing, and keeping students files, checking students’ grades and their eligibility for further registration and so forth. When instructors submit semester grades to the Student Support Service Center on behalf of the departments, the departments are suppliers and the Student Support Service Center is the customer. When the departments collect semester class schedule from the Student Support Service Center to deliver classes accordingly, the former are customers while the latter is the supplier. Generally speaking, each process has its own internal customers, suppliers and product.

The production process of  MAAGarment Textile Enterprise, is constituted by three sections: the cutting (or design and pattern ) section,  sawing section, and packing section and as it produces the cloths, the cutting section provides the sawing section with massively cut garments, the sawing section saws those garments and produces the final products and the packing section finally labels and packs the final product. In this case, the packing section is the customer of the sawing section which in turn is the customer of the cutting section. The customer, therefore, is the next process or sub-process which receives the output of the preceding process.  The very essence of breaking an entire production process into its subsystems and components is to apply the system approach to problem solving and ultimately define and control quality at each point along the way. 
After identifying each of these processes that need to be controlled, critical control points can be identified where inspection or measurement should take place. The types of measurement should take place. The types of measurements or tests required and the amount of inspection required at each of these points should be determined. Finally, management should decide who will do the inspection, the workforce itself or separate inspectors. Usually operator inspection is preferred because it places responsibility on those who make the product or service. Once these decisions are made, it is possible to design a complete system of quality control, which ensures continuous improvement of a stable system. Designing the quality control system, the following steps are employed:
1. The first step in designing quality control system is to identify the critical points in each of the processes where inspection and testing are needed. The guidelines for doing this are as follows:
2. The second step in designing a quality control system is to decide on the type of measurement to be use at each inspection point. There are generally two options: measurement based on either a variable or attribute. 
3. The third in defining quality control system is to decide on the amount of inspection to use. Generally, statistical process control is performed to minimize the amount of inspection needed. Exceptions to this might be when process variables are difficult to define or when the consequences of failure are very high. When human lives, for example, are at stake, 100 percent inspection may be used. Whether to use sample or population inspection relies on how strong the adverse impact of the uninspected items is. 
4. The final step in designing a quality control system is deciding who should do the inspection. Usually it is best to have the workers inspect their own output and be responsible for the quality of their work (sometimes called quality at the source). If a 
[bookmark: _Toc395109063]12.5. Statistical Control Charts
Statistical control charts are graphs that visually show if a sample is within statistical control limits. They have two basic purposes: to establish the control limits for a process and then to monitor the process to indicate when it is out of control. Statistical quality control charts are employed to ensure process quality control which utilizes inspection of the product or service while a product is being produced. After inspection of the sample, there is a reason to believe that the process quality characteristics have changed, the process is stopped and a search is made for an assignable cause.   This cause could be a change in the operator, the machine or, material. When the cause has been found and corrected, the process is started again. 
Process control is practiced based on two assumptions, one of which is that random variability is basic to nay production process. No matter how perfectly a process is designed, there will be some random variability, also called common cause, in quality characteristics from one unit to the next. 
The second assumption based on which process control is realized is that production processes are not usually found in a state of control. Due to lax procedures, untrained operators, improper machine maintenance, and so on, the variation being produced is usually much larger than necessary. The first job of process control managers is to seek out these sources of unnecessary variation, also called special cause, and bring the process under statistical control where the remaining variation is due to random cause. 
Administrative processes in accounting, human resource, sales, marketing, and finance in most organizations are also not usually under statistical control. These processes can be controlled just lie the production processes themselves. The same principles used to control production are also used to control administrative processes.
A process can be brought to a state of control and can be maintained in this state through the use of quality control charts (also called process charts or control charts).

[bookmark: _Toc395109064]12.5.1. Process Control with Variable Measurements:  Chart and R Chart

The mean () and range (R) charts are widely used in statistical process control. In attributes sampling, we determine whether something is good or bad, fit or doesn’t fit. There are four main issues to address in creating a control chart, be it the mean chart or the range chart. 
Size of Samples: For industrial applications in process control, it is preferable to keep the sample size small. There are two main reasons. First, the sample needs to be taken within a reasonable length of time; otherwise, the process might change while the samples are taken. Second, the larger the sample, the more it costs to take. 

Sample sizes of four or five units seem to be the preferred numbers. The mean of the samples of this size have an approximately normal distribution, no matter what the distribution of the parent population looks like. Sample sizes greater than five give narrower control limits and thus more sensitivity.  For detecting finer variations of a process, it may be necessary, in fact, to use larger sample sizes. However, when sample sizes exceed 15 or so, it would be better to use the mean charts with standard deviations ( ) rather than the mean chart with the range R. 
Number of Samples: once the chart has been set up, each sample taken can be compared to the chart and a decision can be made about whether the process is acceptable. To set up the charts, however, prudence (and statistics) suggests that 25 or so samples be taken. 
Frequency of Samples: How often to take a sample is a trade-off between the cost of sampling (along with the cost of the unit if it is destroyed as part of the test) and the benefit of adjusting the system. Usually, it is best to start off with frequent sampling of a process and taper off as confidence in the process builds.  For example, one might start with a sample of five units every half-hour and end up feeling that one sample per day is adequate. 
Control Limits: Standard practice in statistical process control for variables is to set control limits three standard deviations above the mean and three standard deviations below. This means that 99.7 percent of the sample means are expected to fall within these control limits (that is, within a 99.7 percent confidence interval). Thus, if one sample mean falls outside this obviously wide band, we have strong evidence that the process is out of control.

Constructing the Mean and Range Charts
If the standard deviation of the process distribution is known, the mean chart may be defined:


UCLand LCL
Where

=standard deviation of the sample means

= standard deviation of the process distribution (Population Standard deviation)
n= sample size

= average of the sample means or a target value set for the process (process average)
Z= number of standard deviations for a specific level of confidence (typically, z=3)
A mean chart is simply a plot of the means of the samples that were taken from a process.
In practice, the standard deviation of the process is not known. For this reason, an approach that uses actual sample data is commonly used to calculate the sample standard deviation which is used as an estimate of the process standard deviation. 
A range chart is a plot of the range within each sample. The range is the difference between the highest and the lowest numbers in that sample. R values provide an easily calculated measure of variation used like a standard deviation. More specifically defined, these are:


Where:

= Mean of the sample
i= item number 
n= total number of items in the sample


Where:

Mean of the sample means 
j=the sample number
m=number of samples inspected (number of times a sample is inspected)
m=number of samples inspected (number of times a sample is inspected)

Example 1
A company producing markers and supplying to educational institutions regularly inspects the final markers. Inspectors inspect 50 markers in 10, 5 markers every hour.  The quality characteristic of the markers the production department of the producer organization needs to ensure is the thickness measured by their diameters.  The individual observations from each sample are shown as follows:


	Sample number
	Observations (in cm)
	

	
	
Range (R)

	
	1
	2
	3
	4
	5
	
	
	

	1
	5.02
	5.01
	4.94
	4.99
	4.98
	4.98
	
	0.08

	2
	5.01
	5.03
	5.07
	4.95
	5.00
	5.00
	
	0.12

	3
	4.99
	5.00
	4.93
	4.92
	4.97
	4.97
	
	0.08

	4
	5.03
	4.91
	5.01
	4.98
	4.96
	4.96
	
	0.14

	5
	4.95
	4.92
	5.03
	5.05
	4.99
	4.99
	
	0.13

	6
	4.97
	5.06
	5.06
	4.96
	5.01
	5.01
	
	0.10

	7
	5.05
	5.01
	5.10
	4.96
	5.02
	5.02
	
	0.14

	8
	5.09
	5.10
	5.00
	4.99
	5.05
	5.05
	
	0.11

	9
	5.14
	5.10
	4.99
	5.08
	5.08
	5.08
	
	0.15

	10
	5.01
	4.98
	5.08
	5.07
	5.03
	5.03
	
	0.10

	
	
	
	
	
	
	5.09
	
	1.15



Given this data, we need to know if the process is under the desired state of control or not. 
From historical data, it is known that the process standard deviation is 0.08 cm. the company wants to develop a control chart with 3-sigma (3 standard deviations) limits to monitor this process in the future.
The process average is computed as follows:


The upper and lower control limits are also computed as shown below:




These Mean chart for these data set is portrayed below:
Figure 12.1. Mean Chart
[image: ]

Where:
CL= central line 

= Mean of the sample means 
UCL = Upper control limit	
LCL = lower control limit
If we take a look at each of the sample mean values, none of them is either less than the lower control limit value (4.9) or greater than the upper control limit value (5.12) and this signifies that the process is under the desired state of control. By the same token, the dots or nodes of the mean chart shown in figure 12.1show that the concerned process is under the desired state of control.
In the second approach to develop a mean chart, the following formulas are used to compute the control limits: 








Where  is the average of the sample means and is the average range value.  is a tabular value (constant for a constant sample size) that is used to establish the control limits. Values of  are included in table 12. 1. They were developed specifically for determining the control limits for the (or mean chart) and are comparable to three-standard deviation () limits. These table values are frequently used to develop control charts.

is the ratio of the summation of sample ranges (difference between the largest observation and the smallest observation) to the number of samples taken (K). It is the central line value for the range chart. Mathematically it is calculated:


Where:

= is average of the sample ranges 
K= number of samples taken and inspected
i=sample number 
CL= central line (for the range chart)
The UCL and LCL values for the mean chart are also computed as below:




The R-Chart 
In the R-chart, the range is the difference between the largest and the smallest values in a sample. This range reflects the process variability instead of the tendency toward a mean value. The formulas for determining the control limits are: 



D3 and D4 are table values like A2 and is the average range (and the central line) for the samples.


Where:
R= range of each sample
K= number of samples 
i= sample number 
The lower control limit and upper control limit values are for the range chart are, thus, computed as shown below:





Using these control limit values, the calculated, and all the ten sample range values, the R-chart is developed as shown below:




Figure 12.2. R-Chart
[image: ]
The fact that all the dots or nodes of the R-chart fall between the lower and upper limit lines indicates that the process is under the desired state of control.

Using the - Chart and R-Chart Together 

The -chart is used with the R-chart under the premise that both the process average and variability must be in control for the process to be in control. This is logical. The two charts measure the process differently. It is possible for samples to have very narrow ranges, suggesting little process variability, but the sample averages might be beyond the control limits. Conversely, it is possible for the sample average to be in control, but the ranges might be very large. 

It is also possible for an R-chart to exhibit a distinct downward trend in the range values, indicating that the ranges are getting narrower and there is less variation. This would be reflected on the -chart by mean values closer to the center line. Although this occurrence does not indicate that the process is out of control, it does suggest that some nonrandom cause is reducing process variation. This cause needs to be investigated to see if it is sustainable. If so, new control limits would need to be developed. 
[bookmark: _Toc395109065]12.5.1.1. Control Chart Patterns and Their Quality Control Implications
Even though a control chart may indicate that a process is in control, it is possible the sample variations within the control limits are not random. If the sample values display a consistent pattern, even within the control limits, it suggests that this pattern has a nonrandom cause that might warrant investigation. We expect the sample values to “bounce around” above and below the center line, reflecting the natural, random variation, in the process that will be present. However, if the sample values are consistently above ( or below) the center line for an extended number of samples or if they move consistently up or down, there is probably a reason for this behavior; that is, it is not random. 
A pattern in a control chat is characterized by a sequence of sample observations that display the same characteristics-also called run. One type of pattern is a sequence of observations either above or below the center line. For example, three values above the center line followed by two values below the line represent two runs of a pattern. Another type of pattern is a sequence of sample values that consistently go up or go down within the control limits. Several tests are available to determine if a pattern is nonrandom or random. 




One type of pattern test divides the control char into three “zones” on each side of the center line, where each zone is one standard deviation wide. These are often referred to as 1-sigma, 2-sigma, and 3-sigma limits. The pattern of sample observations in these zones is then used to determine if any nonrandom pattern exists. Recall that the formula for computing an -chart uses A2 from the table of factors which assumes 3 standard deviation control limits (or -limits). Thus, to compute the dividing lines between each of the three zones for an -chart, we use .

1 sigma=

2 sigma=

3 sigma=
The formulas for the three zone divisions below the center line are the same as the formulas for the three zone divisions above the central line except the plus sign becomes a minus sign. 
[image: ]
There are several general guidelines associated with the zones for identifying patterns in a control chart, where none of the observations are beyond the control limits: 
1. Eight consecutive points on one side of the center line
2. Eight consecutive points up or down
3. Fourteen points alternating up or down
4. Two out of three consecutive points in either of the 3 sigma zones (one side of the center line)
5. Four out of five consecutive points in either the 3-sigma or 2-sigma zones on one side of the center line
6. If any of these guidelines applied to the sample observations in a control chart, it would imply that a nonrandom pattern exists and, thus, the cause should be investigated. 
[bookmark: _Toc395109066]12.5.2. Control Charts for Attributes
The quality measures used in attribute control charts are discrete values reflecting a simple decision criterion such as good or bad. There are two commonly used charts for attribute measurements: p-chart and c-chart. The p-chart uses the proportion of defective items in a sample as the sample statistic; a c-chart uses the actual number of defects per item in a sample. A p-chart can be used when it is possible to distinguish between defective and non-defective items and to state the number of defectives as a percentage of the whole. In some processes, the proportion defective cannot be determined. For example, when counting the number of blemishes on a roll of upholstery material (at periodic intervals), it is not possible to compute a proportion. In this case a c-chart is required. 

P-Chart 
With a p-chart a sample of n items is taken periodically from the production or service process, and the proportion of defective items in the sample is determined to see if the proportion falls within the control limits on the chart. Although a p-chart employs a discrete attribute measure (i.e., number of defective items) and thus is not continuous, it is assumed that as the sample size (n) gets larger, the normal distribution can be used to approximate the distribution of the proportion defective. This enables us to use the following formulas based on the normal distribution to compute the upper control limit (UCL) and lower control limit (LCL) of a p-chart:


Where
Z = the number of standard deviations from the process average (center line)

= the average defective of all the samples (estimate of the process average)
P = the sample proportion defective

= the standard error of the sample defective (standard deviation of sample defective)
The standard error of the sample defective is computed as:


Where n is the sample size (number of items inspected in each sample).
Example 2
MAGArment produces Jeans among its different garments. It wants to establish a p-chart to monitor the production process and maintain high quality. It also believes that approximately 99.74 percent of the variability in the production process (corresponding to 3-sigma limits, or z =3.00) is random and this should be within control limits, whereas 0.26 percent of the process variability is not random and suggests that the process is out of control.
The company has taken 20 samples (one per day), each containing 100 pairs of jeans (n=100), and inspected them for defects, the results of which are as follows:

	Sample Number
	Sample Size (n)
	Number of defectives (d)
	Proportion of defectives (p)
	Sample Number (K)
	Sample Size (n)
	
	Number of defectives (d)
	Proportion of defectives (p)

	1
	100
	6
	0.06
	11
	100
	
	12
	0.12

	2
	100
	0
	0.00
	12
	100
	
	10
	0.10

	3
	100
	4
	0.04
	13
	100
	
	14
	0.14

	4
	100
	10
	0.10
	14
	100
	
	8
	0.08

	5
	100
	6
	0.06
	15
	100
	
	6
	0.06

	6
	100
	4
	0.04
	16
	100
	
	16
	0.16

	7
	100
	12
	0.12
	17
	100
	
	12
	0.12

	8
	100
	10
	0.10
	18
	100
	
	14
	0.14

	9
	100
	8
	0.08
	19
	100
	
	20
	0.20

	10
	100
	10
	0.10
	20
	100
	
	18
	0.18

	Total
	[image: ]1,000
	
	200
	






Where
 pi =sample proportion of defective 
di= number of defectives in the ith sample
n=sample size
i=sample number 
Values of the control limits and the central line for the p-chart are computed as shown below:


Where k is the number of samples and i is sample number.












Figure 12.3.The P-chart 
[image: ]
Sample proportion defectives of sample numbers 2 and 19 are out of the control limits and this implies that the process is out of the desired state of control. As a result, a search has to be made for such possible causes as problems in material, machine, negligence in machine operator and the like. Once, the appropriate cause is well identified, corrective actions have to be taken. In fact, there is an upward trend in the number of defectives throughout the 20 testing period. The process was consistently moving toward an out-of-control situation. This trend represents a pattern in the observations, which suggests a nonrandom cause. If this was the actual control chart used to monitor the organization’s process (and not the initial chart), it is likely this pattern would have indicated an out-of-control situation before inspecting the 19th sample. 



C-Chart 
A c-chart is used when it is not possible to compute a proportion defective and the actual number of defects must be used. For example, when automobiles are inspected, the number of blemishes (defects) in the paint job can be counted for each car, but a proportion cannot be computed, since the total number of possible blemishes is not known. In this case a single car is the sample. 



Since the number of defects per sample is assumed to derive from some extremely large population, the probability of a single defect is very small. As with the p-chart, the normal distribution can be used to approximate the distribution of defects. The process average for the c-chart is the mean number of defects per item, , computed by dividing the total number defects by the number of samples. The sample standard deviation, , is . The following formulas for the control limits are uses: 


Example 3
Assume Axum Hotel, Mekelle, has 24 rooms and the hotel’s housekeeping department is responsible for maintaining the quality of the rooms’ appearance and cleanings. Each individual housekeeper is responsible for an area encompassing 20 rooms. Every room in use is thoroughly cleaned and its supplies, toiletries, and so on are restocked each day. Any defects that the housekeeping staff notices that are not part of the normal housekeeping service are supposed to be reported to hotel maintenance. Every room is briefly inspected each day by a housekeeping supervisor. However, hotel management also conducts inspection tours at random for a detailed, through inspection for quality-control purposes.  The management inspectors not only check for normal housekeeping service defects like an inoperative or missing TV remote, poor TV picture quality or reception, defective lamps, a malfunctioning clock, tears or stains in the bedcovers or curtains, or a malfunctioning curtain pull. An inspection sample includes 12 rooms, that is one room selected at random from each of the twelve 20-room blocks serviced by a housekeeper. Following are the results from 15 inspection samples conducted at random during a one-month period:
	Sample Number
	Number of Defects
	Sample Number
	Number of Defects
	Sample Number
	Number of Defects

	1
	12
	6
	11
	11
	12

	2
	8
	7
	9
	12
	10

	3
	16
	8
	14
	13
	14

	4
	14
	9
	13
	14
	17

	5
	10
	10
	15
	15
	15

	Total
	190



Assuming that the hotel’s management believes that approximately 99 percent of the defects (corresponding to 3-sigma limits) are caused by natural, random variations in the housekeeping and room maintenance service, with 1 percent caused by nonrandom variability, the control limits and central line for the c-chart are calculated as: 

Because c, the population process average, is not known, the sample estimate, , can be used instead:







The resulting c-chart, for monitoring the housekeeping service, with the control is constructed below:
Figure 12.4. The C-Chart
[image: ]
All the sample observations are within the control limits, suggesting that the room quality is in the desired state of control. This chart would be considered reliable to monitor the room quality in the future.

Solved Problems 

Problem 1
A hospital produces medical sponges for its consumption the table below indicates the number of medical sponges produced daily for a period of 32 days and the number that are nonconforming (stored in sponges). Construct a control chart for these data and determine if the process is under the desired state of control.
	Day (i)
	
Sponges Produced ()
	
Nonconforming Sponges ()
	Day (i)
	
Sponges Produced ()

	
	
	
	
	

	1
	690
	21
	17
	575

	2
	580
	22
	18
	610

	3
	685
	20
	19
	596

	4
	595
	21
	20
	630

	5
	665
	23
	21
	625

	6
	596
	19
	22
	615

	7
	600
	18
	23
	575

	8
	620
	24
	24
	572

	9
	610
	20
	25
	645

	10
	595
	22
	26
	651

	11
	645
	19
	27
	660

	12
	675
	23
	28
	685

	13
	670
	22
	29
	671

	14
	590
	26
	30
	660

	15
	585
	17
	31
	595

	16
	560
	16
	32
	600


Solution
K= number of samples = 32 samples (one sample everyday)
n is not constant 






	
	Day (i)
	
Sponges Produced ()
	
Nonconforming Sponges ()
	
Proportion ()
	Day (i)
	
Sponges Produced ()
	
Nonconforming Sponges ()
	
Proportion ()

	
	
	
	
	
	
	
	

	1
	690
	21
	0.030
	17
	575
	20
	0.0348

	2
	580
	22
	0.038
	18
	610
	16
	0.026

	3
	685
	20
	0.029
	19
	596
	15
	0.025

	4
	595
	21
	0.035
	20
	630
	24
	0.038

	5
	665
	23
	0.035
	21
	625
	25
	0.040

	6
	596
	19
	0.032
	22
	615
	21
	0.034

	7
	600
	18
	0.030
	23
	575
	23
	0.040

	8
	620
	24
	0.039
	24
	572
	20
	0.035

	9
	610
	20
	0.033
	25
	645
	24
	0.037

	10
	595
	22
	0.037
	26
	651
	39
	0.060

	11
	645
	19
	0.029
	27
	660
	21
	0.032

	12
	675
	23
	0.034
	28
	685
	19
	0.028

	13
	670
	22
	0.033
	29
	671
	17
	0.025

	14
	590
	26
	0.044
	30
	660
	22
	0.033

	15
	585
	17
	0.029
	31
	595
	24
	0.040

	16
	560
	16
	0.029
	32
	600
	16
	0.027



Since n is not constant, we have 32 lower control limit and 32 upper control limit values. By joining consecutive sample lower control limit values using a straight line segment, we construct the lower control limit line. By the same token, by connecting consecutive sample upper limit values through a straight line segment, we produce the entire upper control limit line. The resulting p-chart is presented as:
[image: ]

Sample proportion defective for sample number 26 is above the upper control line and this implies that the process is out the desired state of control.

Solution 2 (Alternative Solution)


Instead of considering each of the 32 sample sizes separately, we compute an average of them 
[image: ]


Sample proportion defective for sample number 26 shows that the process is going out of control.

Problem 2
Commercial Bank of Ethiopia has a customer relationship management office. The office is collects weekly customer complaints and processes the data after every 50 weeks. The following table shows the number of customer complaints made during each of the 50 weeks.










	Week
	Number of Complaints
	Week
	Number of Complaints
	Week
	Number of Complaints

	
	
	
	
	
	

	1
	8
	18
	7
	35
	3

	2
	10
	19
	10
	36
	5

	3
	6
	20
	11
	37
	2

	4
	7
	21
	8
	38
	4

	5
	5
	22
	7
	39
	3

	6
	7
	23
	8
	40
	3

	7
	9
	24
	6
	41
	4

	8
	8
	25
	7
	42
	2

	9
	7
	26
	7
	43
	4

	10
	9
	27
	5
	44
	5

	11
	10
	28
	8
	45
	5

	12
	7
	29
	6
	46
	3

	13
	8
	30
	7
	47
	2

	14
	11
	31
	5
	48
	5

	15
	10
	32
	5
	49
	4

	16
	9
	33
	4
	50
	4

	17
	8
	34
	4
	
	



a. Construct the appropriate control chart for the number of weekly complaints.
b.  Do you think the bank’s customer service process is in a state of control?
c. Should the bank take action to investigate why 11complaints have been made in weeks 14 and 20? Explain. 

Solution



Where 
k = the number of weeks (equivalently the number of samples).
i = the week number.
Ci = the number of complaints in the ith week

Mean of the number of complaints made in all the 50 weeks
The resulting c chart is then presented below.
[image: ]
a. The c chart shows that the process is under the desired state of control.
b. No, as far as these complaints fall between the lower and upper control limit lines or values, such variation from the central line is normal and acceptable.
[bookmark: _Toc395109067]Review and Discussion Questions
1. Explain the difference between attribute control charts and variable control charts.
2. How are the mean and range charts used together?
3.  What is the purpose of the pattern test?
4. What determines the width of the control limits in a process chart?
5. Under what circumstances should a c chart be used instead of a p-chart?
6. Select any three service companies or organizations you are familiar with and indicate how process control charts could be used in each?
7. Identify and visit local fast-food restaurant, retail store, grocery store or bank, and identify the different processes that control charts could be used to monitor. 
8. 
Discuss the purposes and differences between p-charts and and R charts. 

[bookmark: _Toc395109068]Problems

1. To improve the service quality, the owner of dry-cleaning business has the business objective of reducing the number of dry-cleaned items that are returned for rework per day. Records were kept for a four-week period (the store is open Monday through Saturday), with the results given in the following table.











	Day
	Items Returned for Rework
	Day
	Items Returned for Rework

	
	
	
	

	1
	4
	13
	5

	2
	6
	14
	8

	3
	3
	15
	3

	4
	7
	16
	4

	5
	6
	17
	10

	6
	8
	18
	9

	7
	6
	19
	6

	8
	4
	20
	5

	9
	8
	21
	8

	10
	6
	22
	6

	11
	5
	23
	7

	12
	12
	24
	9



a. Construct a c chart for the number of items per day that are returned for rework.
b. Do you think the process is in the state of control?
c. Should the owner of the dry-cleaning store take action to investigate why 12 items were returned for rework on day 12? Explain. Would your answer be changed if 20 items were returned for rework on day 12?
d. On the basis of the results in (a), what should the owner of the dry-cleaning store do to reduce the number of items per day that are returned for rework?
2. Twenty samples in each of which 200 items were taken by an operator at a workstation in a production process. The number of defective items in each sample was recorded as follows:









	Sample
	Number of Defectives
	Sample
	Number of Defectives

	1
	12
	11
	16

	2
	18
	12
	14

	3
	10
	13
	12

	4
	14
	14
	16

	5
	16
	15
	18

	6
	19
	16
	20

	7
	17
	17
	18

	8
	12
	18
	20

	9
	11
	19
	21

	10
	14
	20
	22



 Management wants to develop an appropriate chart using 3-sigma limits. Set up the p-chart    and plot the observations to determine if the process was out of control at any point. 

3. In problem number 2 above, if the chart you developed indicates that the process is under the desired state of control, conduct the pattern test to further determine if the process is in control or not. 
4. A tire producing company, as part of its inspection process, tests its tires for tread wear under simulated road conditions. Twenty samples of three tires each were selected from different shifts over the last month of operation. The tread wear is reported below in hundredths of an inch. 
	Sample
	Tread
Wear
	Sample
	Tread
Wear

	1
	44
	41
	19
	11
	11
	33
	34

	2
	39
	31
	21
	12
	51
	34
	39

	3
	38
	16
	25
	13
	30
	16
	30

	4
	20
	33
	26
	14
	22
	21
	35

	5
	34
	33
	36
	15
	11
	28
	38

	6
	28
	23
	39
	16
	49
	25
	36

	7
	40
	15
	34
	17
	20
	31
	33

	8
	36
	36
	34
	18
	26
	18
	36

	9
	32
	29
	30
	19
	26
	47
	26

	10
	29
	38
	34
	20
	34
	29
	32



a. Determine the control limits for the mean and range charts.
b. Plot the control limits for the mean outside diameter and the range.
c. Are there any points on the range chart that are out of control? Comment on the chart. 
5. The following number of robberies was reported during the last 10 days to the Robbery division of a Metro City Police: 10, 8, 8, 7, 8, 5, 8, 5, 4, and 7. develop an appropriate control chart. Determine the mean number of robberies reported per day and using 3-sigma control limits, determine if there are any days when the number of robberies reported is out of control? 
6. An automatic machine produces 5.0 millimeter bolts at a high rate of speed. A quality control program has been started to control the number of defectives. The quality control inspector selects 50 bolts at random and determines how many are defective. The numbers of defective in the first 10 samples are 3, 5, 0, 4, 1, 2, 6, 5, 7, and 7.
a. Develop a p-chart.
b. Interpret the chart. 
7. Commercial Bank of Ethiopia, Mekelle, has a staff of loan officers located in its branch offices throughout the region, Tigray. The vice president in charge of the loan officers would like some information on the typical amount of loans and the range in the amount of the loans. A staff analyst of the vice president selected a sample of 10 loan officers and from each officer selected a sample of five loans he or she made last month. The data are reported below. Develop a control chart for the mean and the range of each loan officer. Do any of the officers appear to be “out of control?” comment on your findings. 

	Officer
	Loan Amount (Birr000)
	Officer
	Loan Amount (Birr)

	
	1
	2
	3
	4
	5
	
	1
	2
	3
	4
	5

	A
	59
	74
	53
	48
	65
	F
	66
	80
	54
	68
	52

	B
	42
	51
	70
	47
	67
	G
	74
	43
	45
	65
	49

	C
	52
	42
	53
	87
	85
	H
	75
	53
	68
	50
	31

	D
	36
	70
	62
	44
	79
	I
	42
	65
	70
	41
	52

	E
	34
	59
	39
	78
	61
	J
	43
	38
	10
	19
	47



8. The following data were collected on the number of nonconformities per unit for 10 time periods:

	Time
	Nonconformities per unit
	Time
	Nonconformities per unit

	1
	7
	6
	5

	2
	3
	7
	3

	3
	6
	8
	5

	4
	3
	9
	2

	5
	4
	10
	0



a. Construct the appropriate control chart and determine the lower and upper control limits.
b. Are there any special causes of variation?

9. To improve service quality, the owner of a dry-cleaning business has the business objective of reducing the number of dry-cleaned items that are returned for rework per day. Records were kept for a four-week period (the store is open Monday through Saturday), with the results given in the following table and in the file dry-clean.
a. Construct a chart for the number of items per day that are returned for rework. Do you think the process is in a state of statistical control?
b. Should the owner of the dry-cleaning store take action to investigate why 12 items were returned for rework on Day 12? Explain. Would your answer change if 20 items were returned for rework on Day 12?
c. On the basis of the results in (a), what should the owner of the dry-cleaning store do to reduce the number of items per day that are returned for rework?






	Day
	Items returned for rework
	Day
	Items returned for rework

	
	
	
	

	
	
	
	

	1
	4
	13
	5

	2
	6
	14
	8

	3
	3
	15
	3

	4
	7
	16
	4

	5
	6
	17
	10

	6
	8
	18
	9

	7
	6
	19
	6

	8
	4
	20
	5

	9
	8
	21
	8

	10
	6
	22
	6

	11
	5
	23
	7

	12
	12
	24
	9



10. One of the branch managers of Commercial Bank of Ethiopia in the Mekelle town   has recorded the number of errors of a particular type that each of 12 tellers has made during the past year. The results (stored in Teller ) are as follows:

	Teller 
	Number of errors
	Teller 
	Number of errors

	
	
	
	

	Sara
	4
	Leul
	6

	Adem
	7
	Debash
	3

	Neway
	12
	Wana
	5

	Bruk
	6
	Desta
	4

	Sofenias
	2
	Birhan
	7

	Serkalem
	5
	Gedeon
	5



a. Do you think the bank manager will single out Neway for any disciplinary action regarding his performance in the past year?
b. Construct a chart for the number of errors committed by the 12 tellers. Is the number of errors in a state of statistical control?
c. Based on the chart developed in (b), do you now think that Neway should be singled out for disciplinary action regarding his performance? Does your conclusion now agree with what you expected the manager to do?
d. On the basis of the results in (b), what should the branch manager do to reduce the number of errors?
11. The following summary of data is for subgroups of n=3 for a 10-day period:
	
	Day
	Mean
	Range
	Day
	Mean
	Range

	1
	48.03
	0.29
	6
	48.07
	0.22

	2
	48.08
	0.43
	7
	47.99
	0.16

	3
	47.9
	0.16
	8
	48.04
	0.15

	4
	48.03
	0.13
	9
	47.99
	0.46

	5
	47.81
	0.32
	10
	48.04
	0.15



a. Compute control limits for the range.
b. Is there evidence of special cause variation in (a)?
c. Compute control limits for the mean.
d. Is there evidence of special cause variation in (c)?



Compiled by Hayelom Nega (Assistant Professor) and
G/her Brhane  (Assistant Professor)
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